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Outline
❑ Project Goal 
❑ Project Deliveries and Due
❑ Some advices for successful projects
❑ Project Types and Topics
❑ Past Projects
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The illustrated guide to a Ph.D. Matt Might

Imagine a circle that contains all of human knowledge:
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The illustrated guide to a Ph.D. Matt Might

By the time you finish elementary school, you know a little.
By the time you finish high school, you know a bit more:
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The illustrated guide to a Ph.D. Matt Might

With a bachelor's degree, you gain a specialty:
A master's degree deepens that specialty:
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The illustrated guide to a Ph.D. Matt Might

Reading research papers takes you to the edge of human knowledge:
Once you're at the boundary, you focus:
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The illustrated guide to a Ph.D. Matt Might

You push at the boundary for a few years:
Until one day, the boundary gives way:
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The illustrated guide to a Ph.D. Matt Might

You push at the boundary for a few years:
Until one day, the boundary gives way:
And, that dent you've made is called a Ph.D.:
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Where you are now!
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What we can help you on!
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Your project goal: experience the NLP research
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Project Goal (30%)
❑ Experience a full pipeline of NLP research 

o Proposal, research, presentation, feedback, etc

❑ Good time to interact with other researchers in NLP
o Your team members, instructors, and mentors

❑ You can make your project as an extension of your homework but there 
should be novel extension and research contribution.
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Academic Research Cycle
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Academic Research Cycle

• Proposal pitch/report 
• Midterm office hour 

participation
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Academic Research Cycle

• Proposal pitch/report 
• Midterm office hour 

participation
• Poster presentation
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Academic Research Cycle

• Proposal pitch/report 
• Midterm office hour 

participation
• Poster presentation
• Final report
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Research Pipeline

❑ Motivation and problem formulation
❑ Data annotation or understanding of existing dataset 
❑ Model development and replication of baseline models
❑ Experiment and error analysis (be critical and suspicious!)
❑ Discussion on limitations and ethical consideration
❑ Conclusion and future work
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Project Evaluation
❑ HWs are generously graded but the projects are not! Therefore, students 

should consider the potential contribution of the projects rather than trying 
to play it safe. Playing it safe won’t give them full marks.

❑ Three important rubrics:
o Novelty: Compared to the state-of-the-art methods/systems/datasets, how novel 

is your approach? Is your work publishable?
o Significance: How strong is your result? Is your finding still holding if different 

setups or prompting tricks?
o Clarity: How clear and easy-to-follow is your report? Do you have well organized 

presentation of your results and problem definition?
o https://dykang.github.io/classes/csci5541/F24/rubrick.html

19

https://dykang.github.io/classes/csci5541/F24/rubrick.html
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Project Deliveries and Due
❑ Team formation and brainstorming (1 point each, 

dues: Sep 19, Oct 1)
❑ Proposal pitch (3 points, due: Oct 8 and 10)
❑ Proposal report (5 points, due: Oct 13)
❑ Midterm office hour participation (5 points, due: 

Oct 31)
❑ Poster presentation (5 points, due: Dec 3 and 5)
❑ Final report (10 points, due: Dec 12)
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Project Information

https://dykang.github.io/classes/csci5541/F24/hw/csci5541f24_project_description.pdf

https://dykang.github.io/classes/csci5541/F24/hw/csci5541f24_project_description.pdf
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Team Formation and Brainstorming (2 points)
❑ Submit your team name and members to Canvas 
❑ Submit a list of project ideas, titles, and plans (i.e., a few sentences) to Canvas.
❑ You will be assigned a project mentor with feedback within one week of 

submitting your ideas
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Proposal Pitch (3 points)
❑ Before submitting the proposal, your team needs to give a 3-minutes presentation of 

your proposal idea
o Every member of your team should present in person or virtually for UNITE/remote students

❑ You need to follow the example template and create a slide for your own project in the 
slide deck, including the following:
o What problem you are solving, what datasets/models you intend to use, what next steps to take, and 

questions about your project 
❑ Your proposal should clearly address the comments and feedback
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Proposal Report (5 points)
❑ Maximum 3 pages report excluding references
❑ Upload your PDF report to Canvas using the class LaTex template
❑ Feedback on your proposal will be ready within two weeks after your submission 

https://www.overleaf.com/project/658f6ba9836accf9cbe5c1cd
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Midterm office hour participation (5 points)
❑ Schedule an office hour meeting with your assigned mentor (15 to 20 minutes) and 

discuss your intermediate results and progress with your project website
❑ The mentor expects you to give an update on your progress, ask questions, and consult 

with your plan until the final presentation.
❑ After the meeting, you should summarize what intermediate progress you made and 

what feedback and discussion you had with your mentor and submit it to Canvas.

https://csci5541-umn.github.io/

https://csci5541-umn.github.io/
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Midterm office hour participation (5 points)
❑ Create a project webpage and show them during the discussion with your mentor.

o Example template: https://github.com/minnesotanlp/csci5541-project-template
o Example project website: https://csci5541-umn.github.io/

❑ You have to submit the updated website for the final submission

https://github.com/minnesotanlp/csci5541-project-template
https://csci5541-umn.github.io/
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Poster presentation (5 points)
❑ Everyone on your team should present their work at your assigned poster session.
❑ Upload your poster PDF to Canvas before your presentation
❑ Evaluation: 

o Instructors will use the same rubric used in the final report except for the completeness of your work.
o Every peer group is assigned a random team on their session day to review based on a rubric provided 

by instructors. Based on that, the team winning best poster will be given extra credit.
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Poster Sessions
❑ Print your “32x40” poster 
❑ Location: Shepherd 164 (aka Drone Lab)
❑ Time: Apr 24 (Group A), Apr 26 (Group B)

❑ Printing instructions are provided at this link; you 
can request it using the form (details on how to fill 
out initial fields on next slide). 
o Keep in mind, they guarantee posters submitted 2 

business days in advance, but do not work on the 
weekends.

https://campusmaps.umn.edu/shepherd-laboratories
https://cse.umn.edu/cseit/services/poster-printing
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CSE- Poster Printing Request Form
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Final report (10 points)
❑ Upload your PDF report, website, and 

code on Canvas
o Maximum 8 pages with unlimited reference 

and appendix
o Website with updated results
o Zipped code or link to your github

❑ Rubric for the final evaluation
o https://dykang.github.io/classes/csci5541/F2

4/rubrick.html
o 100 points will be normalized to 10 points in 

grading
o This is a relative evaluation 

https://dykang.github.io/classes/csci5541/F24/rubrick.html
https://dykang.github.io/classes/csci5541/F24/rubrick.html
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Some pics from past 
poster sessions
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Poster flyers, 5541 S23
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Poster sessions, 5541 S23
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Poster sessions, 5541 S23
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Poster sessions, 5541 F23
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Poster sessions, 5541 F23
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Poster sessions, 5541 F23
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Some advices for 
successful projects
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Don’t be ambitious
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Don’t be ambitious
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Start RIGHT NOW!
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Literature survey
❑ Do a thorough literature search

o Google Scholar, ACL anthology (https://aclanthology.org/ ), arXiv (https://arxiv.org/archive/cs), 
OpenReview (https://openreview.net/), etc

o If you find a similar/relevant paper, check out the other papers that recently cited it.
❑ Check out papers-with-code, github, project pages, etc

o Re-use existing code on github or authors’ sites.
o Check out latest benchmark results in PapersWithCode leaderboard

❑ Tips for reading papers:
o Do not read from the beginning to the end in order
o Tables and figures with captions provide useful information at first glance.

❑Make a clear distinction of how your approach is different from prior work

https://aclanthology.org/
https://arxiv.org/archive/cs
https://openreview.net/
https://paperswithcode.com/
https://web.stanford.edu/class/ee384m/Handouts/HowtoReadPaper.pdf
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Set Clear Project Novelty
❑ Novel dataset collection
❑ Interactive demonstration of an algorithm or system
❑ Research (significant findings and validation)
❑ SOTA beating
❑ ..?
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Model Development
❑ Replicate and evaluate your baseline first

o The following two baselines MUST be included in your report, if your paper’s 
contribution is to propose a better model 
✔ Existing fine-tuned models or pre-trained models
✔ ChatGPT, GPT4, and other LLMs

❑ Use Git(Hub) to version control your project
❑ Check out Huggingface’s data and model cards

❑ Use Wandb and tensorboard for tracking your training
❑ Demonstrate your algorithm/model using Gradio or Streamlit

https://chat.openai.com/
https://platform.openai.com/playground
https://huggingface.co/docs/datasets/index
https://huggingface.co/docs/hub/model-cards
https://wandb.ai/site
https://www.tensorflow.org/tensorboard
https://gradio.app/demos/
https://streamlit.io/


CSCI 5541 NLP 45

Computing Resources

❑ Your own/group/advisor’s resources including MSI

❑ Google Cloud/Amazon AWS credits/Google Colab (1 free GPU)

❑ Request and get access to the above ASAP if you plan on using 
them!
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The DOs (for successful projects)
❑ Clearly divide work between members 
❑ Start EARLY and work REGULARY every week rather than rush at the end
❑ Set up workflow – download data, verify data, set up base code on github, 

communicate via Slack, sharing results on Google spreadsheet, etc
❑ Have a clear, well-defined hypothesis to be tested 
❑ Conclusions and results should provide some insights and takeaways
❑ Meaningful tables and plots to display the key results

o ++ nice visualizations or interactive demos
o ++ novel/impressive engineering feat
o ++ good empirical results in both qualitative and quantitative ways.
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The Don’ts
❑ Data not available or hard to get access to, which stalls progress
❑ All experiments run with prepackaged source – no extra code written for 

model/data processing
❑ Team starts LATE – only draft of code up before dues
❑ Just ran model once or twice on the data and reported results (not much 

hyper-parameter tuning and statistical significance test)
❑ A few standard graphs (loss curves, accuracy) without any analysis
❑ Results/Conclusion don’t say much besides that it didn’t work

o Negative results are fine, but only with in-depth analysis and justification
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Project Types and Topics
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https://twitter.com/seb_ruder/status/1387886948438708224

https://twitter.com/seb_ruder/status/1387886948438708224
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https://twitter.com/seb_ruder/status/1387886948438708224

https://twitter.com/seb_ruder/status/1387886948438708224
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https://twitter.com/seb_ruder/status/1387886948438708224

https://twitter.com/seb_ruder/status/1387886948438708224
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https://twitter.com/seb_ruder/status/1387886948438708224

https://twitter.com/seb_ruder/status/1387886948438708224
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Different types of contributions

https://dykang.github.io/classes/csci5541/S24/hw/CSCI_5541_S24_Project_Description.pdf

https://dykang.github.io/classes/csci5541/S24/hw/CSCI_5541_S24_Project_Description.pdf
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Trendy Topics in COLM CFP
❑ All about alignment: fine-tuning, instruction-tuning, reinforcement learning (with human feedback), 

prompt tuning, and in-context alignment
❑ All about data: pre-training data, alignment data, and synthetic data --- via manual or algorithmic 

analysis, curation, and generation
❑ All about evaluation: benchmarks, simulation environments, scalable oversight, evaluation protocols and 

metrics, human and/or machine evaluation
❑ All about societal implications: bias, equity, misuse, jobs, climate change, and beyond
❑ All about safety: security, privacy, misinformation, adversarial attacks and defenses
❑ Science of LMs: scaling laws, fundamental limitations, emergent capabilities, demystification, 

interpretability, complexity, training dynamics, grokking, learning theory for LMs
❑ Compute efficient LMs: distillation, compression, quantization, sample efficient methods, memory 

efficient methods
❑ Engineering for large LMs: distributed training and inference on different hardware setups, training 

dynamics, optimization instability

https://colmweb.org/cfp.html

https://colmweb.org/cfp.html


CSCI 5541 NLP 55

Trendy Topics in COLM CFP (Cont’d)
❑ Learning algorithms for LMs: learning, unlearning, meta learning, model mixing methods, continual learning
❑ Inference algorithms for LMs: decoding algorithms, reasoning algorithms, search algorithms, planning 

algorithms
❑ Human mind, brain, philosophy, laws and LMs: cognitive science, neuroscience, linguistics, 

psycholinguistics, philosophical, or legal perspectives on LMs
❑ LMs for everyone: multi-linguality, low-resource languages, vernacular languages, multiculturalism, value 

pluralism
❑ LMs and the world: factuality, retrieval-augmented LMs, knowledge models, commonsense reasoning, 

theory of mind, social norms, pragmatics, and world models
❑ LMs and embodiment: perception, action, robotics, and multimodality
❑ LMs and interactions: conversation, interactive learning, and multi-agents learning
❑ LMs with tools and code: integration with tools and APIs, LM-driven software engineering
❑ LMs on diverse modalities and novel applications: visual LMs, code LMs, math LMs, and so forth, with extra 

encouragements for less studied modalities or applications such as chemistry, medicine, education, 
database and beyond

https://colmweb.org/cfp.html

https://colmweb.org/cfp.html
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What to do now?
❑ Brainstorming

o Each member produces ideas
o Refine and filter out ideas

✔ Data availability
✔ Has the same idea been done 

before (with possibly existing 
github code)? Do lit survey

✔ ..
o Replicate a baseline model using 

HuggingFace model
o Consult with your mentors
o …
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Past Projects



CSCI 5541 NLP

VLanGOGh: Vision and Language guided 
Generalized Object Grasping CSCI 5541 Spring 2023

Nikhilanj Pelluri
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Simulating Everyone’s Voice: Exploring ChatGPTs
Ability to Simulate Human Annotators CSCI 5541 Spring 2023

Abdirizak Yussuf, Claire Chen, Dinesh Challa, Venkata Sai Krishna
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Who is speaking? Distinguishing Artificial 
Intelligence Generated and Human Written Text

CSCI 5541 Spring 2023
Moyan Zhou, Mingsheng Sun, Yutong Sun
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Comparing the Effectiveness of Fine-tuning vs. 
One-Shot Learning on the Kidz Bopification Task
CSCI 5541 Spring 2023
Jeonghoon Kim, Matthew Olson, Marco Berriodi
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Exploring Episodic Memory through Cross-modal 
representations CSCI 8980 Spring 2022

Abhiraj Mohan, Emily Mulhall, Jayant Sharma
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Understanding Narrative Transportation in 
Fantasy Fanfiction CSCI 8980 Spring 2022

Kelsey Neis,  Yu Fang

63

Published in Workshop on Narrative Understanding (WNU) @ACL 2023 https://arxiv.org/abs/2306.04043

https://arxiv.org/abs/2306.04043
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Generating Controllable Long-dialogue with 
Coherence

Time control in language 

model using Brownian 

bridge (Wang et al., ICLR 

2022)

CSCI 5980 Fall 2022
Zhecheng Sheng, Chen Jiang and Tianhao Zhang

64

Published in AAAI 2024, https://arxiv.org/abs/2312.16893

https://arxiv.org/abs/2312.16893
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