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Topics to cover
o What Are Agents?
o Learning of LLM Agents
o Multi-Agent Workflow
o Evaluating LLM Agents
o Common Failure Cases
o Tools for Controlling and Serving LLMs
o Concluding Remarks

This lecture includes slides adapted from the following materials:
• “Language Models as Agents,” by Frank Xu @LTI, CMU
• “Large Language Model Powered Agents in the Web” Tutorial @WWW 2024
Other sources are cited in the slides where appropriate.

https://phontron.com/class/anlp2024/assets/slides/anlp-20-agents.pdf
https://www2024.thewebconf.org/docs/tutorial-slides/large-language-model-powered-agents.pdf
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What Are Agents?
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What are agents?
❑ Anything that can be viewed as perceiving its environment through sensors 

and acting upon that environment through actuators.
❑ Actions are based on its abilities, goals, and prior knowledge. 

https://www.simform.com/blog/ai-agent/

https://www.simform.com/blog/ai-agent/
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Environment
❑ The environment includes human 

and agent behaviors, external 
databases and knowledge sources, 
and both virtual and physical 
spaces.

Large Language Model Powered Agents in the Web Tutorial @WWW 2024

https://www2024.thewebconf.org/docs/tutorial-slides/large-language-model-powered-agents.pdf
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Observation & Action

Guanzhi Wang et al., Voyager: An Open-Ended Embodied Agent with Large Language Models.
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Brain

Large Language Model Powered Agents in the Web Tutorial @WWW 2024

https://www2024.thewebconf.org/docs/tutorial-slides/large-language-model-powered-agents.pdf
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Brain
❑ Memory: “memory stream” stores sequences of 

agent’s past observations, thoughts and actions
o Sufficient space for long-term and short-term memory; 
o Abstraction of long-term memory;
o Retrieval of past relevant memory;

❑ Decision Making Process: 
o Planning: Subgoal and decomposition: Able to break 

down large tasks into smaller, manageable subgoals, 
enabling efficient handling of complex tasks. 

o Reasoning: Capable of doing self-criticism and self-
reflection over past actions, learn from mistakes and 
refine them for future steps, thereby improving the 
quality of final results. 

❑ Personalized memory and reasoning process foster 
diversity and independence of AI Agents.
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Overview

Large Language Model Powered Agents in the Web Tutorial @WWW 2024

https://www2024.thewebconf.org/docs/tutorial-slides/large-language-model-powered-agents.pdf
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Human Intelligence and Artificial Intelligence

Large Language Model Powered Agents in the Web Tutorial @WWW 2024

https://www2024.thewebconf.org/docs/tutorial-slides/large-language-model-powered-agents.pdf
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Tool Intelligence
❑ Tools extends human capabilities in productivity, efficiency, and problem-solving 
❑ Humans have been the primary agents in tool use throughout history 
❑ Question: Can artificial intelligence be as capable as humans in tool use?
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Learning of LLM Agents
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Three Approaches
❑ In-Context Learning – Learning from few-shot examples

o Leveraging internal reasoning capabilities of LLMs and usage of external tools and 
memory, LLMs can now be considered as agents

❑ Supervised Finetuning – Learning From Experts
o Construct datasets from trajectories of actions and outcome labels

❑ Reinforcement Learning – Learning from Environment
o The delayed outcomes in agentic scenarios make them an ideal fit for reinforcement 

learning
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In-Context Learning
❑ Instruction-tuned LLMs can perform a task just by conditioning on input-

output examples, without optimizing any parameters.

Min et al. 2022

https://arxiv.org/pdf/2202.12837
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In-Context Learning
❑ Planning and reasoning ability

o Chain-of-thoughts (CoT)
o "Let's think step by step …." CoT [Wei et al. 2022]

https://arxiv.org/abs/2201.11903


CSCI 5541 NLP 16

In-Context Learning
❑ Tool-use ability (e.g., ReAct, Toolformer)

o Generate action calls
o Execute the actions in environment
o Put new observation back in the prompt

https://arxiv.org/abs/2210.03629
https://arxiv.org/abs/2302.04761
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In-Context Learning—Metacognitive Prompting
❑ The performance can be 

enhanced through prompting 
techniques that encourage 
metacognitive reasoning.

❑ This can be thought of as 
adding more hierarchy to 
prompting techniques like 
ReAct [Yao et al., 2022] and 
Reflexion [Shinn et al. 2023].

Wang and Zhao, NAACL 2024

https://arxiv.org/abs/2210.03629
https://arxiv.org/pdf/2303.11366.pdf
https://aclanthology.org/2024.naacl-long.106.pdf
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In-Context Learning—Metacognitive Prompting

Wang and Zhao, NAACL 2024

https://aclanthology.org/2024.naacl-long.106.pdf


CSCI 5541 NLP 19

In-Context Learning—Metacognitive Prompting
❑ Planning, memory, and reflection have been implemented to elicit human-

like behaviors such as long-term planning and cooperation among agents.

Toy et al. 2024

https://arxiv.org/abs/2401.10910
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In-Context Learning
❑ In short, we can design a multi-turn prompting scheme that systematically 

poses meta-level questions, informed by the overall objective and the 
current actions with their outcomes.

❑ Additionally, multiple sets of these examples can be used in a few-shot
prompting setup, where relevant examples are retrieved from a database 
(memory) to enhance the prompting process.
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Supervised Finetuning
❑ We can collect a large amount of expert trajectories (e.g. from human 

annotation).
task_intent, [(obs_1, action_1), …,(obs_N, action_N)]

❑ Then, we finetune the LLM with standard cross-entropy loss to produce 
such trajectories.
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Supervised Finetuning

SIMA, Google

https://deepmind.google/discover/blog/sima-generalist-ai-agent-for-3d-virtual-environments/
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Supervised Finetuning
❑ However, this supervised approach may not be a good direction.

o It requires a large amount of dataset samples.
o Learning from failed trajectories or sub-trajectories are limited.

❑ Data augmentation using in-context-learning agents

[Fan et al. NeurIPS 2022]

https://arxiv.org/abs/2206.08853
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Reinforcement Learning
❑ An agent interacting with an environment and receiving delayed rewards is 

a common setup in reinforcement learning.

https://nervanasystems.github.io/coach/_images/design.png https://openai.com/index/instruction-following/

https://nervanasystems.github.io/coach/_images/design.png
https://openai.com/index/instruction-following/
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Reinforcement Learning
❑ Compared to RLHF: Given environment, reward function (trajectory, 

reward) pairs without human

Song et al. 2024

https://arxiv.org/pdf/2403.02502
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Reinforcement Learning
❑ Need good reward functions

o What if the task success/fail is not easy to automatically assess?
❑ Need good initial models

o Has decent basic knowledge ability, sparse rewards
❑ Scalability

o The environment takes 10 seconds to set up.
o The reward function takes 100 seconds (or more!) to get a scalar reward
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Reinforcement Learning —Retroformer
❑ Introduce a second LLM that generates additional “reflection” prompts.

Yao et al. ICLR 2024

https://arxiv.org/pdf/2308.02151
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Multi-Agent Workflow
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Using Multiple LLMs as Agents
❑ Currently, multiple LLM agents are primarily used in two scenarios

o To accomplish complex tasks by breaking them down into subtasks
o To simulate social experiments cost-effectively at scale

❑ Why use multiple agents?
o It works better than single agent setting [Wu et al. 2023].
o Input context length can be limited to squeeze everything in one prompt.
o The multi-agent design pattern gives us a framework for breaking down complex tasks into subtasks. 
→ i.e., this is how we, humans, work!

❑ While different types of LLMs can be used for different agents, in practice, the same 
LLM is employed with different sets of prompt instructions.
o The main reason for this is the efficient serving of a single LLM.

https://arxiv.org/abs/2308.08155
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Multi-Agent Architectures
❑ Multi-Agent Architectures

o Enable intelligent division of tasks based on each agent’s specific skills
o Provide valuable feedback from diverse perspectives

❑ Ideal for:
o Tasks requiring input from multiple viewpoints
o Parallelizing distinct workflows

❑ A couple of emerging architectures include:
o MetaGPT minimizes unproductive chatter by enforcing structured outputs.
o BabyAGI organizes daily tasks using agents for execution, task creation, and prioritization.
o Agentverse improves problem-solving by implementing structured task phases.
o LangChain-LangGraph builds stateful, multi-actor applications with LLMs, used to create agent and 

multi-agent workflows.

https://arxiv.org/abs/2308.00352
https://babyagi.org/
https://arxiv.org/abs/2308.10848
https://python.langchain.com/docs/introduction/
https://langchain-ai.github.io/langgraph/
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MetaGPT: Meta Programming for A Multi-Agent 
Collaborative Framework

Hong et al. ICLR 2024

https://openreview.net/forum?id=VtmBAGCN7o
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Hong et al. ICLR 2024

https://openreview.net/forum?id=VtmBAGCN7o
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https://openreview.net/forum?id=VtmBAGCN7o
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Generative Agents: Interactive Simulacra of 
Human Behavior [Park et al. 2023]
❑ Simulating human 

behavior akin to 
The Sims

❑ Agents can:
o Wake up, cook breakfast, 

head to work
o Notice and converse 

with each other
o Remember and reflect
o And plan the next days

https://arxiv.org/pdf/2304.03442.pdf
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Evaluating LLM Agents
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LLM Agent Benchmarks
❑ Environment

o Diverse functionality
o Rich and realistic content.
o Interactive
o Easily Extendable
o Reproducible

❑ Tasks
o Long horizon tasks
o Enough difficulty
o Involves multiple websites

❑ Evaluation
o Reliable metrics
o Encourage final goal rather than 

partial satisfaction
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LLM Agent Benchmarks
❑ Evaluate LLM-powered Agents

o WebArena, AgentBench: High-level tasks in operating within (sandbox) Web.
o ToolEMU: Identifying the Risks of LM Agents with an LM-Emulated Sandbox 
o R-Judge: Benchmarking Safety Risks of Agents

❑ LLM-powered Agents as evaluation tools (to evaluation another LLM)
o ALI-Agent: Assessing LLMs’ Alignment with Human Values via Agent-based 

Evaluation

https://webarena.dev/
https://github.com/THUDM/AgentBench
https://toolemu.com/
https://github.com/Lordog/R-Judge
https://arxiv.org/abs/2405.14125
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WebArena
❑ Simulating an autonomous 

agent for high-level tasks in 
e-commerce, social forums, 
software development, and 
content management.

❑ A GPT-4-based agent, show a 
significant gap between current 
AI performance (14.41% 45.7% 
success rate) and human 
performance (78.24%) 

❑ https://webarena.dev/ Zhou et al. 2024

https://webarena.dev/
https://arxiv.org/abs/2307.13854
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ToolEMU
❑ How to rapidly identify realistic failures of agents?

o Use LLM to emulate tool execution and enable scalable testing of agents. 

Ruan et al. ICLR 2024

https://arxiv.org/pdf/2309.15817
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R-Judge
❑ How to judge the behavioral safety of LLM agents?

o Incorporates human consensus on safety with annotated safety risk labels and 
highquality risk descriptions.

Yuan et al. EMNLP Findings 2024

https://arxiv.org/abs/2401.10019
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ALI-Agent
❑ Can LLM-powered Agents be in-depth evaluator for LLMs?

o Assessing LLMs’ Alignment with Human Values via Agent-based Evaluation

Zheng et al. 2024

https://arxiv.org/abs/2405.14125
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ALI-Agent

Zheng et al. 2024

https://arxiv.org/abs/2405.14125
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Common Failures
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Not Knowing How

“Language Models as Agents,” by Frank Xu @LTI, CMU

https://phontron.com/class/anlp2024/assets/slides/anlp-20-agents.pdf
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Not being Accurate

“Language Models as Agents,” by Frank Xu @LTI, CMU

https://phontron.com/class/anlp2024/assets/slides/anlp-20-agents.pdf
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Hallucinations

“Language Models as Agents,” by Frank Xu @LTI, CMU

https://phontron.com/class/anlp2024/assets/slides/anlp-20-agents.pdf
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A More Difficult Case..

“Language Models as Agents,” by Frank Xu @LTI, CMU

https://phontron.com/class/anlp2024/assets/slides/anlp-20-agents.pdf
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Tools for Controlling 

and Serving LLMs
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Programing LLMs for Controlled Generation
❑ We need to be able to parse the 

output of LLMs so that we (or 
LLM agents) can act upon it.
o →We need to control or 

constrained the generated 
results.

❑ Guidance (Microsoft AI): 
o Allows users to constrain 

generation (e.g. with regex 
and CFGs) as well as to 
interleave control (conditional, 
loops) and generation 
seamlessly.

https://github.com/guidance-ai/guidance
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Programing LLMs for Controlled Generation
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Programing LLMs for Controlled Generation
❑ Easy tool use: where the model stops generation when a tool is called, calls the tool, 

then resumes generation. 
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Programing LLMs for Controlled Generation
❑ Constrained decoding works by masking the invalid tokens

❑ Constraint decoding: JSON schema -> regular expression -> finite state machine -> logit mask

The First SGLang Online Meetup

https://github.com/sgl-project/sgl-learning-materials/blob/main/slides/lmsys_1st_meetup_sglang.pdf
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Programing LLMs for Controlled Generation
❑ Compressing the finite state machine allows decoding multiple tokens

❑ We can compress many deterministic paths in the state machine

The First SGLang Online Meetup

https://github.com/sgl-project/sgl-learning-materials/blob/main/slides/lmsys_1st_meetup_sglang.pdf
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Efficient Serving of LLMs
❑ SGLang is a fast-serving framework for large language models and vision language 

models. It comes with its unique features for better performance Serves the production 
and research workloads at xAI.

The First SGLang Online Meetup

https://github.com/sgl-project/sglang
https://github.com/sgl-project/sgl-learning-materials/blob/main/slides/lmsys_1st_meetup_sglang.pdf
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Efficient Serving of LLMs
❑ LLM inference pattern: a complex pipeline with multiple LLM calls

The First SGLang Online Meetup

https://github.com/sgl-project/sgl-learning-materials/blob/main/slides/lmsys_1st_meetup_sglang.pdf
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Efficient Serving of LLMs
❑ LLM inference pattern: a complex pipeline with multiple LLM calls

The First SGLang Online Meetup

https://github.com/sgl-project/sgl-learning-materials/blob/main/slides/lmsys_1st_meetup_sglang.pdf
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Efficient Serving of LLMs
❑ There are rich structures in LLM calls

The First SGLang Online Meetup

https://github.com/sgl-project/sgl-learning-materials/blob/main/slides/lmsys_1st_meetup_sglang.pdf
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Efficient Serving of LLMs
❑ There are rich structures in LLM calls

The First SGLang Online Meetup

https://github.com/sgl-project/sgl-learning-materials/blob/main/slides/lmsys_1st_meetup_sglang.pdf
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Efficient Serving of LLMs



CSCI 5541 NLP 60

Efficient Serving of LLMs

❑ SGLang also comes with features like constrained decoding as well.
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Concluding Remarks



CSCI 5541 NLP 62

Summary
❑ Emergent LLM capabilities now enable models that closely fit the concept 

of an agent.
❑ Agents require components like planning, execution, interface, and 

refinement.
❑ Even in-context learning with clever prompting—drawing inspiration from 

fields like cognitive science and software engineering—can be effective in 
real-world tasks.

❑ However, LLM agents still make numerous mistakes, which may be 
mitigated through reinforcement learning.

❑ Many open-source libraries exist for efficiently serving and controlling 
LLMs, enabling them to function as reliable agents.
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Looking Ahead
❑ Now is a great time to build applications or startups that were thought impossible just a 

few years ago.
❑ Open-source LLMs are becoming smaller yet more powerful, enabling them to run on 

devices like smartphones and robots.
❑ With multi-modality, LLMs can now have “ears” and “eyes,” and we expect to see more 

autonomous agents capable of creating and executing new tasks and tools.

vellum.ai/blog/agentic-workflows-emerging-architectures-and-design-patterns

https://www.vellum.ai/blog/agentic-workflows-emerging-architectures-and-design-patterns
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