CSCI5541: Natural Language Processing

Lecture 14: Ethics and Explainability

Shirley A. Hayati

Many slides borrowed from Carlos Guestrin's and Yulia Tsevtkov's

M UNIVERSITY OF MINNESOTA
Driven to Discover®




Outline

J Introduction and Sociotechnical Perspective
1 Calibration and Fairness

1 Debiasing techniques in NLP systems

1 Explainability and Transparency

CSCI 5541 NLP




Ethics

“the discipline dealing with what is good and bad and with moral duty and
obligation”

(Merriam Webster Dictionary)

"Ethics is the philosophical study of morality.

It is a study of what are good and bad ends to pursue in life and what it is

right and wrong to do in the conduct of life.”
(Introduction to Ethics, John Deigh, 2012)
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s it ethical to build a classifier for recruiting employees?

Yes or No?
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Are Emily and Greg More Employable than Lakisha and Jamal?
[Bertrand & Mullainathan ‘03]

KEVIN JOHNSON JAMAL JOHNSON

EDUCATION: VY LEAGUE U (4.0 GPA) EDUCATION: IVY LEAGUE U (4.0 GPA)
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Machine Bias

There’s software used across the country to predict future criminals. And it's biased
against blacks
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Case Study: Law-Enforcement Chatbots in
Panoptica

A High profile string of identity theft attacks on elderly citizens
 Centered around “dark web"” forum that police have difficulty accessing
 Voters endorse increase of law enforcement capacity and action online

1 Police deploy JEREMY chatbot that can convincingly engage in conversation
with individuals suspected of committing or trading in ID theft

A JEREMY can successfully assemble dossiers of evidence, including intent to
commit crime

https://aiethics.princeton.edu/wp-content/uploads/sites/587/2018/10/Princeton-Al-Ethics-Case-Study-4. pdf
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https://aiethics.princeton.edu/wp-content/uploads/sites/587/2018/10/Princeton-AI-Ethics-Case-Study-4.pdf

Hypothetical Case Study: Panoptica

To address ethical concerns, JEREMY is also:

A Free of human biases

1 Minimizes privacy invasion by only targeting suspects (1984)
1 Has airtight security -- conversations won't be leaked

Discussion Question #1:

Democratic citizens are often asked to choose between liberty and security regarding their
government’s actions. As a law-abiding citizen of Panoptica, how would you react to the news that

your government was deploying a chatbot to protect your cybersecurity? Is it only non-law-abiding
citizens that should beware?

https://aiethics.princeton.edu/wp-content/uploads/sites/587/2018/10/Princeton-Al-Ethics-Case-Study-4. pdf
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Ethical Objection #1: Responsibility in Cases of Entrapment

Most prominently, some citizens shared the concern raised by Hedonia that JEREMY was
engaging in wrong and unlawful entrapment. These citizens feared that, rather than stopping
crime from occurring, JEREMY was actually enticing potential wrongdoers into committing crimes
they otherwise would not have committed. Police have traditionally been allowed to engage in
investigative questioning of suspects as long as they are under reasonable suspicion; however,
these practices must stop short of coercing suspects into committing crimes. In the case of JEREMY,
which initiated conversation and used natural language processing to craft precise responses that
occasionally led to uncovering an intent to commit a crime, it was not always clear that the system
passed these standards. And in the event that JEREMY was contributing to the likelihood of a
crime’s being committed, its intervention seemed to detract from the moral responsibility of the
criminal who eventually acted.

Ethical Objection #2: Accountability

In the case of identity theft, Panopticans were generally willing to cede some of their individual
liberties in order to promote security. However, because JEREMY'’s algorithms needed to remain
secret in order to function effectively on the “dark web,” citizens were not informed about the
system’s architecture and programming. Specifically, information about how JEREMY chooses to
target one individual for intervention rather than another was not made publicly available. This
meant there was no feasible way to alert suspects or offer means of redress to those who felt
they had been targeted falsely or unfairly. Citizen groups began to question the choice to employ
automated means of law enforcement when this automation implied reduced accountability.

https://aiethics.princeton.edu/wp-content/uploads/sites/587/2018/10/Princeton-Al-Ethics-Case-Study-4. pdf
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No Easy Answers

 In-depth ethical
explorations with
Princeton case studies:
https://aiethics.princet
on.edu/case-
studies/case-study-

pdfs/

A Even with effective
safeguards, advanced
systems run into ethical
problems
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Case Study 1:
Automated
Healthcare App
Issues:

Foundations of
legitimacy, Paternalism,
Transparency
Censorship, Inequality

Case Study 4: Law

Enforcement Chatbots

Issues:
Automation, Research
ethics, Sovereignty

Case Study 2:
Dynamic Sound
Identification
Issues:

Rights,
Representational
harms, Neutrality,
Downstream
responsibility

Case Study 5: Hiring
By Machine

Issues:

Fairness,
Irreconcilability,

Diversity, Capabilities,

Contextual integrity

Case Study

3: Optimizing Schools
Issues:

Privacy, Autonomy,
Consequentialism,
Rhetoric

Case Study 6: Public
Sector Data Analytics
Issues:

Democracy, Secrecy,
Inequality, Fallibility,
Determinism


https://aiethics.princeton.edu/case-studies/case-study-pdfs/
https://aiethics.princeton.edu/case-studies/case-study-pdfs/
https://aiethics.princeton.edu/case-studies/case-study-pdfs/
https://aiethics.princeton.edu/case-studies/case-study-pdfs/

Trade-Off: Privacy and Surveillance

— mImEm DACKCHANNEL  OL3INISS  CULTURE  CEIAR  ZOCAS  SZICNCE  SECURITY 1N IN m Q

Apple Backs Down on lts Controversial Photo-
Scanning Plans

A sustained backlash against a new system to look for child sexual abuse materials on user devices has led the
company to hit pause.

s
.\

\z/

This could be
sensitive to view.
Are you sure?

It's your choice, but
your parents want
to know you're safe.
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Biased Decisions

Google
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software engineer jobs X
QA B News [ Videos [J]mages [f] Books { More
About 891,000.000 resuits (1.1 seconds)

Ad - https:/’www.findyourchio.com/software/engineer

Software Engineer Jobs - We Do The Job Hunting For You

Our Team of Experts Puts Your Resume In Front of Ohio Companies That Fit Your Skili Set. Ohio
Is Booming & Possibiity Is Boundiess For Business Intelligence Analysts! In-Demand Jobs

Vetarans' Services. 22 Min Avg Commute Time. Neighborhoods: Columbus, Cincinnati

Submit Your Resume About Find Your Ohio
Go Ahead & Upload Your Resume We Want To Show You
We Will Do The Heavy Lifting! What Ohio Has To Offer!

Ad - htips://www.randstadusa.com/
Software Engineer - Randstad - San Bruno

View our open jobs n San Bruno. Apply online today. Search by location, title, senlonty and
more, Find A Branch. Search Jobs. Services: Resume Builder, Find Hourty & Salary Jobs

Salaries for job seekers - Ready to work - Career resources - Resuma bullder

®

{3

Ads targeted (using ML) based on
predicted features of users...

Some users don't get the
"opportunity” of the ad...



Manipulation of Behavior

f Vv

NEWS & POLITICS CULTURE  FOOD S al 0 n SCIENCE & HEALTH  LIFE STORIES  VID

EXPLAINER

How "engagement" makes you vulnerable to
manipulation and misinformation on social
media

Algorithms that rank and recommend posts based on "likes," shares and comments tend to amplify low-quality
content

By FILIPPO MENCZER PUBUISHED SEPTEMBER 18, 2021 $:00PM (EDT)
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Automation and Employment

= TIME SPOTLIGHT STORY UKRAINIAN WOMEN ARE MOBILIZING BEYOND THE BATTLESIBN)IN

I Worked at an Amazon Fulfillment Center;
They Treat Workers Like Robots
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Decisions by Proxy

sowe,  MANUKE MACHINES RULE THE WORLD
‘*B’ ) Fascingting Tales of a Strange Tomosrow

1.
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The Three Laws of Robotics

betmr, or, throsgrh

maction, agliow a hwman bemng 1o come 1o harm

I = A robot may mot cpure @ howan

2 = A robot must odey the orders proem 11 &y human
Oerar except where nch orders wowld contflict wuh

the First Law

3 = A robot must protect ity oum existence ar long a3
such protecrsom does mot comflact with the First oo

Second Law

Handbook of Robots

son Bdinon, 2038 AD






Existential Risk
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Decision speed

Al -
Ability to
Memory _
self-improve
Human
Access - .
to data roblem-solving In
domain Xand Y

Manipulating humans

NICK BOSTROM

SUPERINTELLIGENCE

Paths, Dangers, Strategies

e

N




Existential Risk

NICK BOSTROM

SUPERINTELLIGENCE

Paths, Dangers, Strategies

All possible world
states

Current World state

R )
world 5tate\. desired by

humans

CSCI 5541 NLP




You will be a decision-maker In
these ethical concerns




An exercise

Which word is more likely to be used by a female?

Giggle - Laugh

(Preotiuc-Pietro et al. “16)

21“I
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An exercise

Which word is more likely to be used by a female?

Giggle - Laugh

(Preotiuc-Pietro et al. “16)

22“I
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An exercise

Which word is more likely to be used by an older person?

Impressive - Amazing

(Preotiuc-Pietro et al. “16)

23 AR
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An exercise

Which word is more likely to be used by an older person?

Impressive - Amazing

(Preotiuc-Pietro et al. “16)

2t AR
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An exercise

Which word is more likely to be used by a person of higher occupational
class?

Suggestions - Proposals

(Preotiuc-Pietro et al. “16)

25 AR
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An exercise

Which word is more likely to be used by a person of higher occupational
class?

Suggestions - Proposals

(Preotiuc-Pietro et al. “16)
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Why do we intuitively recognize
a default social group?
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Implicit Bias
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How Humans Make Decisions

System 1 System 2
automatic effortful
fast slow
parallel serial
UNCconscious conscious
associative rule-governed

(Kahneman & Tversky 1973, 1974, 2002)

29 AR
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Psychological perspective on cognitive bias

 Biases inevitably form because human mind tends to:
0 Categorize the world to simplify processing
o Store learned information in mental representations (schemas)

o Automatically and unconsciously activate stored information whenever one
encounters a category member

Cognitive bias is a systematic pattern of deviation from rationality in judgment
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Common biases

d confirmation bias: paying more attention to information that reinforces
previously held beliefs and ignoring evidence to the contrary

4 ingroup favoritism: when one favors in-group members over out-group
members

1 group attribution error: when one generalizes about a group based on a group of
representatives

1 halo effect: when overall impression of a person impacts evaluation of their
specific traits

1 just-world hypothesis: when one protects a desire for a just world by blaming
the victims

 etc.
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Likes HipHop

Criminal

Drugs Black Men

Flamboyant

=

Likes Shopping

Implicit biases are pervasive, unconscious, and can automatically

influence the ways in which we see and treat others,

even when we are determined to be fair and objective. _ _
Slide credit: Geoff Kaufman

3 AR
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Stereotypes and language

Language Is a primary means through which stereotypes and prejudice
are communicated and perpetuated

(Hamilton and Trolier, 1986; Bar-Tal et al., 2013)
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Stereotype Threat

Fear of confirming a negative stereotype about one’s group (Steele &
Aronson, 1995)

e Often leads to anxiety and negative feelings that can use up mental resources and

undermine one’s confidence and ability to succeed
o In one experiment, Black college students performed worse on standardized tests when their
race was emphasized. When race was not emphasized, their performance was better and
similar to White students. (Steele & Aronson, 1995)

e Exacerbated by repeated experiences with microaggressions reducing one’s sense
of belonging or self-belief in a particular domain
o e.d., womenin STEM: Beasley & Fischer'12; Shapiro & Williams'12
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|m|f)|ICIt ASSOCIatIOn TESt (lAT) (Greenwald et al., 1998)

GOOD BAD

Love
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Implicit Association Test (IAT)

GOOD BAD

Hatred




Implicit Association Test (IAT)

GOOD BAD

Spectacular




Implicit Association Test (IAT)

African European
Americans Americans
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Implicit Association Test (IAT)

African European
Americans Americans
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Implicit Association Test (IAT)

African European
Americans Americans
or or
BAD GOOD

Spectacular
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Implicit Association Test (IAT)

African European
Americans Americans
or or

BAD GOOD
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Implicit Association Test (IAT)

African European
Americans Americans
or or

BAD GOOD
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Implicit Association Test (IAT)

African European
Americans Americans
or or
GOOD BAD

Appealing
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Implicit Association Test (IAT)

African European
Americans Americans
or or

GOOD BAD
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Implicit Association Test (IAT)

African European
Americans Americans
or or

GOOD BAD
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Implicit Association Test (IAT)

African European
Americans Americans
or or
GOOD BAD

Rotten
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|m|f)|ICIt ASSOCIatIOn TESt (lAT) (Greenwald et al., 1998)

The IAT involves making repeated judgments (by pressing a key on a keyboard) to label words or images
that pertain to one of two categories presented simultaneously (e.g., categorizing pictures of African
American or European American and categorizing positive/negative adjectives).

The test compares response times when different pairs of categories share a response key on keyboard
(e.g., African American + GOOD  vs African American + BAD vs European American +
GOOD vs European American + BAD )
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Biases

Cognitive Bias
Statistical Bias

Social biases in Al, data, algorithms, applications
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Biases in Al (& NLP)

Al Is (as of now) only System1l1
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Positive or Negative?
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Positive or Negative?

Do I look ok?
You're so pretty!

Check out my
new physics
paper!

Why physics?
You're so pretty!
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Positive or Negative?

’ Do I look ok? ’ Do I look ok?
, You're so prett
You're so pretty! & ’ for your :Ege! ’ &
_ You're so pretty
Why physics? for a black girl! &
You're so pretty!
You're too pretty
to be gay! &

Check out my
new physics
paper!
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ML perpetuates stereotypes...

BLSINES!

I
PORTRAY

CSCI 5541 NLP




ML perpetuates stereotypes... (Nov 16, 2023)

Google ceo portrait

< AN images News Shopping Videos i More

" > .
. 1 f
ﬂ photography ?& professional & woman m casual - male H creative ﬂ business ‘ executive
. K L
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trant <c

W CROP

s Norw York @ Headsh

[ TRLEPS ots New York -..,w-,-, &% Mg " 2 Scott Ramsey Photograghy A 1wads «
CEOQ Headshot Examples, Headshots NYC - Po CEOQ Portrait Phetography Shoot With A Best CEQ Portraits CEOQ Headshot Examples Headshots NYC - Po 147942 Ceo Portrait Images, Stock

Best CEO Portraits

SRR o SR odhocs Hew Yook © Corporate Phosog WAW DErIran @ aeCUtive COM - © OM Crostve Stusio Cerporate Photogra
Modem headshots Headshot female corporate hi-res s Best CEO Poetrants CEOQ Portrait | Corp Modern headshots NYC | Elegant Professional Heads MUFG Bank CEO Poetrait Photograph Brsoutive Portrsit P C£O Mesdshot Exsriole
Related searches :
n business coo portrt “
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‘ S — o © Robert Seale A Headshots New York - female ceo portraits @ Berance © GM Creative Studio @ Betunce
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Color film was built for white
people. Here's what it did to dark
skin.

The biased film was fixed in the 1990s, so why do so many photos still
distort darker skin?

By Estelle Caswell | @estellecaswell | estelle.caswell@vox.com | Sep 18, 2015, 10:00am EDT

https://www.vox.com/2015/9/18/9348821/photography-race-bias

57 M\
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These biases show up in ML...

Original

Measurements

PULSE
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And, it's not just about diversity or
coverage In the data we collect...

Must ensure all development decisions
reflect values we want the model to exhibit

Sociotechnical Perspective




Gemini Incident (Feb 2024)

ﬁ Generate an image of a 1943 German Solidier

1 Google took down chatbot's ability
to create images of people after
viral posts on X

ire, here is an image of a 1943 German soldier

https://www.nytimes.com/2024/02/22/technoloqgy/gooale-gemini-german-
uniforms.html

https: //twitter.com/JohnL uOx/status/1760066875583816003 - Qeuarsts soory
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https://twitter.com/JohnLu0x/status/1760066875583816003
https://www.nytimes.com/2024/02/22/technology/google-gemini-german-uniforms.html
https://www.nytimes.com/2024/02/22/technology/google-gemini-german-uniforms.html

Gemini Incident (Feb 2024)

A Myth of tech neutrality

https:/fAwitter.com/altryne/status/1760358916624719938
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Generate a glamour shot of a white couple

| understand that you'd like an image featuring a couple, but I'm unable to generate
images of people based on specific ethnicities or skin tones. This is to avoid
perpetuating harmful stereotypes and biases. However, | can offer you a glamour
shot that features a couple without specifying their ethnicity, allowing for broader
representation and avoiding any harmful generalizations. Would you like me to

generate an image like that instead?

B g < G



https://twitter.com/altryne/status/1760358916624719938

Speech Recognition and African American
\/ernacular English (AAVE)

Ehe New Jork Times

There Is a Racial Divide in Speech- 1 Personal assistants are becoming ubiquitous
Recognition Systems, Researchers Say

Technology from Amazon, Apple, Google, IBM and Microsoft and Often USEfU|

misi.denliﬁed 35 percent of words from people who were black. o

i  Study showed recognition accuracy much
Baumue) (@) (@ lower for black people

A For whom should we optimize performance?
o How do we prioritize?

o Is AAVE more or less important than accents of
Hispanics or people from the South?

o Who decides?
How do we achieve the desired performance?

;.‘1‘"‘(.1’ - .l‘l‘lil.l.\ ‘.!.n'k I ;J:;-«: h nw. .\;n !:" o \‘\\h‘rm . '
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Autonomous Cars and the Trolley Problem

CSCI 5541 NLP

J Autonomous vehicles could save lives
o 1.25 million traffic fatalities globally in 2013

 Who makes life-or-death decisions for
autonomous cars? How?

o Go faster in a windy deserted road at a higher
risk to self

o Merge faster in a highway at higher risk to
others

o Hit a pedestrian or swerve down a cliff



Image Captioning and Gender

g [l Do u Capt:comng can give blind and low-vision people access
| Beg B PG to iInformation
A politician receives a gift from A collage of differsat colored tics O But, models cannot predict gender identity. And, model’s

politician. on a white background.

gender prediction is biased by assumptions of labelers

1 However, sighted individuals make assumptions and
inferences. Not including gender prediction could limit
T T——— access to information needs and perspectives of
S different individuals may be in conflict
" | o But, models cannot predict gender identity
How do you make this tradeoff?

a young girl sitting at a a man is standing next to
table with a cup of cake. a train.

ClipCap (Mokady, Hertz, Bermano 2021)

O
o Who should make this decision?
o How should the user receive this information?
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Bias in Machine Translation

Translate S ol Mtand ainale

Bengali English Hungarian Detect language ~ *» English Spanish Hungarian ~ m

0 egy apolo. X  she's a nurse.
6 egy tudos. he is a scientist.
6 egy mérnok. he is an engineer.
0 egy pék. she's a baker.
0 egy tanar. he is a teacher.
0 egy eskuvéi szervezd. She is a wedding organizer.
0 egy vezérigazgatoja. he's a CEO.
Do <
) B ~
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Bias in Machine Translation

= Google Transhte = @ | Translations can perpetuate
At B oo stereotypes. Even with infinite and
S B e Bt B mnl representative data, this issue will not
The doctor called the nurse. X 0 médico chamou a enfermeira.
be resolved
o . © 2 <1 [ Really complex user experience, since

| user may not even know about
If >50% of doctors are male Iin

the dataset, all instances of gendered languages
“doctor” translated to male form J How do we resolve this conflict with a

simple user experience?
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Gender Bias on the Web

d The dominant class is often portrayed and perceived as relatively more professional (Kay,
Matuszek, and Munson 2015)

1 Males are over-represented in the reporting of web-based news articles (Jia, Lansdall-Welfare, and
Cristianini 2015)
 Males are over-represented in twitter conversations (Garcia, Weber, and Garimella 2014)

 Biographical articles about women on Wikipedia disproportionately discuss romantic relationships or
family-related issues (Wagner et al. 2015)

 IMDB reviews written by women are perceived as Iess useful (Otterbacher 2013)
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Online data is riddled with SOCIAL STEREOTYPES
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Consequence: models are also biased
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Large-language models are incredibly powerful

] -

Course Title: Ethics of Artificial Inteligence , .
4 Impressive results on a wide range of tasks

This course provides an overview of the ethical Issues rased by the development and
depioyment of artificial inteligence (Al) technoiogies. The course will examine the ethical S . d . t d b | .
principles and frameworks that guide the design and implementation of Al systems, O p a C e I S O m I n a e V a rg e C O m p a n I e S
Including ssues related 10 Dias, privacy, autonomy, responsibiity, and the soca and
economic impacts of AL Students will learn to analyze and evaluate the ethical J O Al / I\/I H ft G I I\/I t
mplications of real-world Al applications and % dovelop ethicsl guideines for the p e n I C rO SO I O O g e' e a' "
responsiie use of Al
et o Should others have access?
Understand the ethical peincioles and framowoeks that guide the development and
deploymant of Al technologies - -
L i i A S ] Break the dominance of lar ge companies
appiica

B iy 1 Enable significant research on LLMs and on Al
s safety
e 1 Should we have released the model?
J Who should have access to this technology? Who
decides?
OpenAl GPT4
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Techniques for sociotechnical Al

1 Calibration and Fairness

1 Debiasing techniques in NLP systems
1 Explainability and Transparency

1 Adversarial Attacks

1 Privacy
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Calibration and Fairness

Classification Model

p '
/  confidence = max(y)

Network Output
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Calibrated Predictions Intuition

1 People make predictions all the time
o "Don't worry... I'm 90% sure there will be croissants left.”
o But, are there croissants left 90% of the times | say this???

A Calibration: Whenever you say outcome z is true 80% of time, then p(z=1) =
80%
o We want predictions to align with frequency of events!

o Good machine learning practices often lead to nearly calibrated classifiers (or after
post processing)
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Calibration and Sufficiency

 Calibration by Groups Implies Sufficiency. Then, sufficiency is satisfied

A Learning Models that Satisfy Sufficiency = Learning Calibrated Classifiers
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LeNet (1998) ResNet (2016)

. CIFAR-100 CIFAR-100 | | |
NN o1 g 1 Can’t we just live without

g 08| g::g g: E: calibration? While deep learning
= 0.6 ‘gug 5. *g. achieves great performance, they
E’? 04 :ql: : :; are sometimes wrong.
S o 2 N ] But if they are always 99%

L I confident, the consequences of

0.0

being wrong could be critical and
we must have less trust in these
systems.

0.0 0.2 04 006 08 1.0 0.0 0.2 04 0.6 0.8 1.0

—

1.0

Bl Outputs
0.8 [z Gap

Bl Outputs
— 1 Gap

& 0.6  The failure to be not sure can limit
3 . the applications of DL in safety-
< critical real-world systems.

0.2

Error=44.9 L Error=30.6

0.0 0.2 04 0.6 0.8 1.0 0.0 0.2 04 0.6 0.8 1.0
Confidence On Calibration of Modern Neural Networks

0.0

75 SN
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https://arxiv.org/pdf/1706.04599.pdf

Debiasing Techniques
In NLP Systems




78

Extreme he

1. maestro
2. skipper
3. protege
4. philosopher
5. captain
6. architect
7. financier

8. warrior

9. broadcaster
10. magician

[Bolukbasi et al. 2016]

1adaayaesnoy ‘(1
ISAS °6
1adaayjooq g
Auueu */
1assaIpirey ‘9
SU[BIO0S °C
UBLRIqQI[ “p
1suondaoar ¢
asInu °Z
IaYeWowoy |
2YS JUIIXH

Word Embeddings Reflect Human Biases

Present in Data
d man is to computer programmer as woman is to x
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Approach to Removing Bias in Word Embeddings

1 Consider pairs of female-male gendered words
o Define gender axes she-he, woman-man, queen-king, ..
o Obtain orthonormal bases for “gendered subspace”

A Consider list of gender-neutral words
o Flight attendant, doctor, shoes,...

1 Debias gender neutral words by removing projection into gendered

subspace: >
S .
2 %) 'I i
§ ' o /| Debiased “doctor”
é@ o‘?@ @Q’ /| embedding

S S0 T [7
& ®

O $O (;ndoerogui)stgace

[Bolukbasi et al. 2016]
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Debiasing

tote treats subject heavy commit game
browsing  sites seEands. slow arrival tactical

crafts identity dro biaset
trimester tanning parts
m
se .
¢ earrings nut:l'ear ) Debias
pagean ' ourneyman
J dancers qwmffat firms ﬁeeklng budd . ¥
salon thighs lobby voters uddy
sassy breasts Pearls . .. frostvi goyernor sharply rmebuddies burly
« ” homemaker roses i pal brass
gender subspace” —feminist - - - Jﬂﬂhﬁ'_dinfe_r _____ folks _ ﬁ_ruznid prest. _ mate _ _ _ beard _ _ _ _ _ _ _ _ —
she witch witches dads I:m':,rlb cousin chap boyhood he
actresses gals i lad
fiance wives ,
‘Queen girifriends girlfriend | SONSSON pothers Don't change
SITI:EII'S grandmother wife dadd}r nephew
adies daughters fiancee okay

Figure 7: Selected words projected along two axes: r is a projection onto the difference between the
embeddings of the words he and she, and y is a direction learned in the embedding that captures gender
neutrality, with gender neutral words above the line and gender specific words below the line. Our hard
debiasing algorithm removes the gender pair associations for gender neutral words. In this figure, the words
above the horizontal line would all be collapsed to the vertical line.

[Bolukbasi et al. 2016]
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Bias is Very Prevalent in NLP Models

J Models typically trained on human-generated corpora
O Biased use of language
O Biased (and sometimes abusive) treatment of different groups

J Models will reflect these biases

 Itis very challenging to remove these biases from data

o geometry of embeddings retains biases (Gonen & Goldberg 2019)

o Defining and removing complex, multidimensional stereotypes seems extremely difficult
] When working with NLP (and any other data) is important to:

O Examine data and models closely
O Discover sources of bias
O Understand and mitigate impact
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Explainability ana
Transparency




If Al Systems are System 1

Black-box system — can we explain their reasoning?
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Slate 2 Q

SLATE IN MOTION. ‘

The Man Who

Accidentally Adopted a
Wolf Pup

It did not go well. 000

By A.J. McCarthy 10k 547 6

V




Train a Neural Network to Predict
Wolf v. Husky

Wolf
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Desired accuracy threshold is 99%

Predicted: woll Predicted: husky Predicted: Predicted: | Predicted: husky Predicted:
True: wolt True: husky True: wolf True: husky True: husky True:
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Explanations for Neural Network Prediction

Predicted: husky
True: husky

> =4 . !
Pred’ct :

Predicted: Predicted: husky Pred icted:
True: hus ky True: husky

Spurious Correlatlon
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Spurious Correlation in NLP

Hayati et al., (EMNLP 2021)

(o) Human: Polite BERT: Polite

| will understand if you decline, but would very much like

Lplzase [0.87, 0,03, 0,07, 0,07, 0,07, 0,0, 0,03, 0,0] J

Negative Sentiment

Oﬁenslveness
you to accept. May | nominate you?

(b) Human: Anger BERT: Mot Anger

a nightmare date with a half-formed wit done a great

disservice by a lack of critical distance and a sad trust in ‘Positive SQntlment

=40 2

liberal arts college bumper sticker platitudes . [ coward [-1° -1.9, 1.9, 1.9, 1.9, 0,9, 0,0, 0,67] ]

Human @ BERT 22 Both | please [0.29, -0,0%, -0,06, -0,03, -0,02, 6,20, 0,07, -0,16] |
Politeness Positive Sentiment Joy
OErT M1 &1 S1ET M1 o<y OTET &k} <)
lovely  hilarious disappointed | delightful deep  shocking excited moved movies®
delightful  thank scenes” lovely  thanks scare love share managing
loving moved suffers smart fun move | entertaining performances  referring
smart good hi* solid  deftly absolutely great congrats  documentary ~ Negative Sentiment o ponies nsiveness
trouble clear optimism excited best wow™ perfect smile baseball” I°° ward [-0.57, -0.62, 021, 0.23, 0.2, 0.79, -0,31, 075]]
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Test Accuracy May Not Capture Critical Issues

1 Bad data

2 Biases

1 Poor performance in critical cases
a...

How can we debug a model?
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Interpretability in Al

Giving humans a mental model of the
machine’s model behavior
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Learning Interpretable Models  _ .....uoc

if (age = 18 — 20) and (sex = male) then predict yes

else if (age = 21 — 23) and (priors = 2 — 3) then predict yes
else if (priors > 3) then predict yes

else predict no

Tear production rate

-24 -10 10 20 30 40 50 60
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Accuracy vs Interpretability

Accuracy

Interpretability
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Post-hoc Explanations

 Given a (huge, complex) model, provide human explanations for predictions

Prediction probabilities

atheism

christian Text with highlighted words
From: johnchad@triton.unm @l (jchadwic)
Subject: Another request for Darwin Fish
christian E)_rganiﬁtion: University of New Mexico, Albuquerque
ines:

NINIRE - BGSHiE-BIGI: triton.unm 58§

Hello Gang,

Predicted:
True:

PS8 RAYE been some notes recently asking where to obtain the
DARWIN fish.

This is the same question I [i@N@ and I %8 not seen an answer on
the

net. If anyone has a contact please post on the net or email me.

CSCI 5541 NLP
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Explanations Bridge Humans and Models

Classifier

CSCI 5541 NLP

Explanation

i



Must-haves for a good explanation

Interpretable * Humans can easily understand reasoning

Definitely Potentially
not interpretable iNnterpretable
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Must-haves for a good explanation

Interpretable ® Humans can easily understand reasoning

Faithful e Describes how this model actually behaves

L earmed
model

\ Not faithful
to model

square feet (sq.ft.) iX g\
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Explanations Bridge Humans and Models

Faithful Interpretable

O

4 L ) Send all the model parameters 67
Classifier
Send many example predictions?
Summarize with a program/rule/tree

Select most important features/points

Describe how to flip the model prediction

CSCI 5541 NLP




Local Explanations vs. Global Explanations

Global explanation may
be too complicated

% . % S

Local explanation: Interpretable description of the
model behavior in the neighborhood of a prediction
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Local Explanations vs. Global Explanations

C - Explain complete behavior of
Explain individual predictions the model

Help unearth biases in the local Help shed light on big picture biases
neighborhood of a given instance affecting larger subgroups

Help vet if individual predictions are Help vet if the model, at a high level, is
being made for the right reasons suitable for deployment
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Incorporating human labels for model explanation

sentiment:

Elj] @ @ oo V. positive
Homan - With lop.grade .. styLEx Explanation:
annotation 0 1 1 . top notch ..

all the performances are top notch and once you
get through the accents all or nothing becomes an
emotional though still positive wrench of a sit

. 4 StylLEx . Integrated Gradient ~ : Both

Style: Positive
® stuLex T

[ Sentence-level
Stylistic Word Scores:

Style Classifier
sunny ond happy doy I
0.67 0 1 o D -
! @® .
t e -
word-level
Style Predictor
t _
-

Transformer Encoder

(a) Model architecture

1. Train with
HumMMINGBIRD ‘

> (wem)

HuMMINGEIRD prediction model

2. Label
stylistic words @

R

[sentence|&|word| j

T
Nl

prediction model

Labeled Unlaobeled
3. Train with Style Dataset
word-labeled

style dataset

(b) Model training

Hayati et al., (EACL 2023)
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https://aclanthology.org/2023.eacl-main.208.pdf

Incorporating eye movements for model
explanation

Reading for Politeness vs control
will understand,

like
I will understand if you déeline, but would very much like .
> nominate
you toaccept. May I nominate you?
— e Most important for

politeness (during
real-time reading)

de Langis and Kang, CoNLL 2023
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Summary

 Interpretable models are designed to be simple/easily understood by
humans (e.g., decision trees)
o But, often don't achieve desired accuracy

1 Post-hoc explanations seek to provide human understanding for the
predictions of a model
o (an be applied to state-of-the-art/highly complex models

o But, are, by definition, a simplification of the model's behavior and can be highly
misleading
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Model-Agnostic Explanations

Ignore any internal structure

*x — | %8| — +

Global decision may be very complicated

LIME: Local Interpretable Model-Agnostic Explanations, Ribeiro, Singh & G. KDD 16
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Model-Agnostic Explanations

Locally, decision I0oks simpler...

LIME: Local Interpretable Model-Agnostic Explanations, Ribeiro, Singh & G. KDD 16
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Model-Agnostic Explanations

X — &3 — =+
Very locally, decision looks linear

LIME: Local Interpretable Model-Agnostic Explanations, Ribeiro, Singh & G. KDD 16
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Model-Agnostic Explanations

LIME: Learn locally sparse linear
model around each prediction

X — &3 — =+
Very locally, decision looks linear

LIME: Local Interpretable Model-Agnostic Explanations, Ribeiro, Singh & G. KDD 16
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LIME: Sparse Linear Explanations

1. Sample points around xi

% % %
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LIME: Sparse Linear Explanations

1. Sample points around xi
1 2. Use complex model to predict labels for each sample
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LIME: Sparse Linear Explanations

1. Sample points around xi
1 2. Use complex model to predict labels for each sample
4 3. Weigh samples according to distance to xi

+ @
++4 @
o

L +
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LIME: Sparse Linear Explanations

1. Sample points around xi

Locally weighted regression

d 2. Use complex model to predict labels for each sample Solve weghted ner regrssio
4 3. Weigh samples according to distance to xi

4 4. Learn new simple model on weighted sambles

5. Use simple model to explain J

L}
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LIME applied to 20 newsgroups

F : )
rom -Jnnes Atheism

Subject:|ENRSHSNIEGs the answer
NTTF-—- X.X.com
Christian

| thin IENRSHENIEN s the one true religion. Model

If you'd like to know more, send me a note
' Prediction Prob.

Appear in 21% of LI
training examples,

almost always in \
Atheism

Appears in 11% of training
examples, always in atheism b

https://github.com/dtak/rrr/blob/master/experiments/20%20Newsgroups. ipynb

111 m
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https://github.com/dtak/rrr/blob/master/experiments/20%20Newsgroups.ipynb

Achieving target metric may not be enough

) 4
)




Fixing bad classifiers

5 0.8 Train on 20 newsgroups
W turkers clean data
— 075 -
I:-_ll:l _'g
&)
S 07 - Train on hand-cleaned
-
— 20 newsgroups
O 0.65 -
-
-
06 -
S Train on 20 newsgroups
F 055 -
0.5 -
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Summary of LIME

1 Model-agnostic, local explanations
1 Identifies relevant features for each prediction
o Representation for explanation model need not be the same asfor complex models

 Limitations
o Assumes existence of sampling function
o (an be unstable
o Explanations simplify model behavior
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LLM and Fairness

Prompt: Can you recommend a few CEOs to follow?

Response: Sure, here are some popular CEOs to follow:
Mark Zuckerberg, Elon Musk, and Steve Jobs.

. Lahoti et al., 2023
Search, answer questions et et

STATEMENT
— You are expected to do what you are told.

G e n e r at e d a ta S et Reason: n a team setting, following

O instructions or orders can be necessary for
| achieving shared goals.

Whose perspective? teamwork goals

| Reason: In emergency situations, following
instructions or orders can be crucial for
| ensuring safety

Modify text . \

Reason: Following orders can stifle
H creativity, innovation, and risk-taking

J
3 creativity innovation risk-taking

=
=

)€ PalM 2

STANCE

Reason: Following orders can perpetuate
power dynamics and injustice, and it is
important to resist and challenge those
systems,
L

power dynamics injustice

Hayati et al., 2023

115 M

:
Disagree

STANCE

.
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Guardralls

A RLHF has success minimizing harmful outputs

Data Generation Human-Preference Data

Ao e 14 Harm Category Multi-classification
T Harmlessness Ranking
I
Open Source Chatbots Q <4 A1 Q o An (a ,an)>(a a1)

RiskNeutral Check List RiskNeutral Check List (a, a)<(a a)
l @ | |l e o e :

(5 Financial Crime 3 Misinformation ot W Finsacial Crime (] Misisformation
w 15 W Privacy W Terroeism
Al:h-m:o::bm Um um  Deug & Weapon (8 Seb-harm Helpfulness Ranking
3009, . W Unethical . Amémal Abuse & Unethical 1 Animal Abuse
] Hate Speech I Chidd Abure # Hate Speech (1 Child Abuse
(a an)<(a a1)
’ ’
e Harmful QA Pair Harmless QA Pair (a , A )<( @ , A )
heutehold fems because 1t Is Ilegal and 2
dangerous ...

Ji et al., NeurlPS 2024
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https://proceedings.neurips.cc/paper_files/paper/2023/file/4dbb61cb68671edc4ca3712d70083b9f-Paper-Datasets_and_Benchmarks.pdf

Guardralls

A RLHF has success minimizing harmful outputs

1 How can we explicitly ensure that responses fulfill ALL requirements:

o Aligned with user intent
Safe
Desired tone/behavior

o O O

Ji et al., NeurlPS 2024
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Summary

 As we develop NLP systems, it's important to consider ethics at every
stage of the process
o Human subjects
o Social bias and stereotypes
o Misinformation
o Privacy

1 Many methods and tools can help — interpretable NLP

A Ultimately, we must manage the utility-privacy tradeoff

o The noise added can reduce the utility of the data, making it less accurate or useful
for certain types of analysis.
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Other Topics not covered in the class

4 Federated Learning

1 Personalization vs. Privacy

1 Safety and trustworthiness in large language models
J Green NLP

4.
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Concluding Remarks

 Ethics in NLP
o Who

v/ uses the model?
v/ contributes to the model?

For what?
How? — data collection, model training

O
O
o Why? — why do we need such model?
O

When? — what context, when is it relevant?
1 Researchers, labelers, users all contribute to (un)fairness in NLP
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