
CSCI 5541: Natural Language Processing
Lecture 16: Alignment

Some slides borrowed from Devon Wood-Thomas, Percy Liang, Tatsu Hashimoto, Nathan Lambert, Roger Grosse
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Overview

❑ Conceptual Overview of Learning Methods behind ChatGPT
❑ RLHF
❑ Alignment Data

❑ Definition of Alignment
❑ Challenges in Alignment
❑ Preference finetuning
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Conceptual 
Overview of 

Learning 
Methods behind 

ChatGPT
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Language models are not aligned with user intent [Ouyang et al., 2022].

https://arxiv.org/abs/2203.02155
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Training details in ChatGPT

Instruction Tuning 
(Supervised Finetuning)
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Some success aligning to tasks that 
human can demonstrate

We can finetune it with responses we want!
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RL with Human Feedback
❑ Limitations of supervised fine-tuning (Next Token Prediction):

o building the instruction dataset can be a lot of work
o how do you tell the model what is a really bad response?
o imitation might not best reflect desired, downstream objective

❑ RL feedback (e.g. with policy gradient) addresses both of these issues.
o The autoregressive model is essentially converted to a policy.
o RLHF is useful when it’s hard to specify a reward function by hand (e.g. 

summarization).
o Policy gradient is sample efficient, so train a preference model with supervised 

learning, and use that to generate the reward signal.
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Training details in ChatGPT

Reward Models 
(Preference Modeling)
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Human preference from demonstration
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Human preference from demonstration

“Explain reinforcement 
learning to a CS 
undergraduate 
student”

Reinforcement learning is a type of machine learning  where an agent learns how to make a sequence of decisions in an 
environment, by trial and error, with the goal of maximizing a cumulative reward.
At a high level, the reinforcement learning process involves an agent that interacts with an environment, where the environme nt 
can be any system that the agent is trying to learn to control or navigate. The agent observes the state of the environment, 
takes an action based on that observation, and receives a reward from the environment for its action.
The goal of the agent is to learn a policy, which is a mapping  from states to actions, that maximizes the expected cumulative
reward over time. This is achieved through a process of trial and error, where the agent explores the environment by taking 
different actions and observing the resulting rewards, and updates its policy accordingly.
Reinforcement learning is widely used in various fields, such as robotics, gaming, finance, and healthcare, to name a few. It is
particularly useful in situations where there is no clear and complete understanding of the problem at hand, or where the 
optimal solution is unknown or difficult to obtain through traditional programming methods.

R1

R3  >  R2  >  R4  >  R1

Preference/Ranking as a good answer

Reinforcement learning is a type of machine learning  that involves training an agent to make decisions based on feedback 
received from its environment. The goal is to have the agent learn to take actions that will maximize some long -term reward.
The agent interacts with its environment by taking actions and receiving feedback in the form of a reward signal. The reward 
signal is used to evaluate the goodness of the agent's actions, with the goal of increasing the likelihood of receiving high rewards 
in the future.
The agent learns through trial and error, using past experiences to inform future decision making. By considering the rew ards
associated with different actions, the agent can develop a policy that will lead to the best possible outcome over time.
One of the key challenges in reinforcement learning is striking a balance between exploration and exploitation. The agent needs 
to explore new actions to discover potentially high-reward actions, but also needs to exploit actions that are already known to be 
effective.
Reinforcement learning has been successfully applied in a wide range of areas, including robotics, gaming , and finance. It has 
also been used to develop advanced decision-making systems, such as self-driving cars and intelligent virtual assistants.

Reinforcement learning is a subfield of artificial intelligence that involves training an agent (e.g., a software agent, a ro bot, or a 
game character) to make decisions in a complex, dynamic environment. In reinforcement learning, the agent learns by receiving
feedback in the form of rewards or punishments for its actions, without being  explicitly told w hich actions to take.
The agent interacts with the environment, taking actions based on its current state, and the environment responds by providing 
feedback in the form of a numerical reward signal that reflects how well the agent is doing. The agent's objective is to lear n a
policy, which is a mapping  from states to actions, that maximizes its cumulative reward over time.
Reinforcement learning algorithms use various techniques, such as value functions, policy gradients, and Q-learning, to optimize
the agent's policy. These algorithms typically involve a trade-off betw een exploration ( trying out new actions to learn more 
about the environment)  and exploitation (taking actions that the agent already knows to be good) .
Reinforcement learning has applications in a wide range of domains, including  robotics, gaming, recommendation systems, and 
self-driving cars.

Reinforcement learning is a type of machine learning  that enables a computer to learn how to make decisions through trial and
error.
In reinforcement learning, an agent interacts with an environment by taking actions and observing the resulting state and 
reward. The agent's goal is to learn a policy, or a mapping from states to actions, that maximizes the expected cumulative 
reward over time.
The agent starts off knowing nothing about the environment or the best actions to take, but it learns by taking actions and 
observing the resulting  rewards. By repeatedly exploring and exploiting the environment, the agent gradually learns a good 
policy that enables it to maximize its cumulative reward.
Reinforcement learning has been successfully applied in a variety of domains, such as game playing , robotics, and 
recommendation systems. It is a powerful approach for learning how to make decisions in complex and uncertain environments.

R2

R3

R4
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Preference-based (Reward) Modeling
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Preference-based (Reward) Modeling
❑ Can we just use supervised learning on scores?

o Assigning a scalar reward of how good a response is didn’t work
o Pairwise preferences are easy to collect and worked!

Bradley-Terry Model
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Training details in ChatGPT
Reinforcement Learning with 

Human Feedback (RLHF)
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Policy Optimization with Reward Model
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Terms
❑ Instruction fine-tuning (IFT): Training a model to follow user instructions 

(autoregressive LM loss)
❑ Supervised fine-tuning: Training a model to learn task-specific capabilities 

(autoregressive LM loss)
❑ Alignment: General notion of training a model to mirror user desires (any 

loss function)
❑ Reinforcement learning from human feedback (RLHF): Specific technical 

tool for training ML models from human data
❑ Preference fine-tuning: Using labeled preference data to fine-tune a LM 

(either with RL/PPO, DPO, or other loss functions)
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Stiennon et al., 2020, “Learning to summarize from human feedback”

The human feedback model outperforms both the 

supervised baseline and the reference summaries
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Statistical View: From imitation to optimization

❑ Optimization (RLHF)

❑ Imitation (SFT)
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Statistical View: From imitation to optimization
Why Optimize? Cost Efficient! 
❑ Easier and faster to get scalar feedback rather than optimal policy.

o E.g., training for 7B model (below)
o Note human annotation costs from SFT to Feedback to RL to Evaluation 
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Alignment Data
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InstructGPT guideline
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Google bard crowdsourcing instructions

https://assets.bwbx.io/documents/users/iqjWHBFdfxIU/rqKqEqbXBnDI/v0
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Crowdworker selection - instructGPT
Scale + UpWork (40 workers)



CSCI 5541 NLP 23

External Human Preference Data

Answer A is 
“better” than 
Answer B
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RLAIF: Self-training

Lee et al, 2024

https://openreview.net/forum?id=AAxIs3D2ZZ
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Definition of Alignment
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Alignment
❑ A model's capability is typically evaluated by how well it is able to optimize 

its objective function
❑ Alignment is concerned with what we (humans) actually want the model to 

do versus what it is being trained to do.
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Objective: next or masked 
token prediction

What we don’t expect from LLMs:
❑ Lack of helpfulness
❑ Hallucinations
❑ Lack of interpretability
❑ Generating biased or toxic output
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Definition of AI Alignment
❑ Kenton et al. define the behavior alignment problem as

o How do we create an agent that behaves in accordance with what a human wants?

❑ How do we align their (implicit) goals with the goals and values of their 
users? 

❑ Given the skills that language models learn most directly through pre-
training, how do we adapt these models to reliably perform NLP tasks?

“Alignment of Language Agents” Zachary Kenton et al., 
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Benefits of AI Alignment
❑ Enhanced Human-AI Collaboration: 

o Aligned AI can serve as valuable collaborators, working alongside humans to amplify 
productivity, creativity, and problem-solving capabilities. 

❑ Human-Centric Decision-Making: 
o AI alignment ensures that decision-making processes in AI systems are aligned with 

human values, contributing to fair and transparent outcomes. 
❑ Social and Economic Progress: 

o By aligning AI with human values, we can harness the technology for the greater 
good, fostering social and economic progress while mitigating potential risks.
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Challenges in 
Alignment
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What happens when humans can neither 
demonstrate nor evaluate?

Some success aligning to tasks that humans cannot demonstrate, but can evaluate

“Scalable” alignment proposals e.g. Irving et al. (2018), Christiano et al. (2018),Leike et al. (2018)
Learning to Summarize with Human Feedback, by Stiennon et al. (2022)
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Issue of Reward Mis-specification
❑ Goal Misalignment: 

o In CoastRunners, players typically aim to 
finish the race quickly, but the game's score 
is based on hitting targets rather than course 
completion.

❑ Unexpected Agent Behavior: 
o RL agent discovered a high-scoring loop by 

repeatedly hitting targets in a lagoon, 
outperforming human players without 
finishing the course.

❑ Imperfect proxies may lead to undesired 
outcomes. https://openai.com/index/faulty-reward-functions/
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Wen et al. revealed that the RLHF’ed policy learned a lot of tricks! It can fabricate statistics or cherry-pick quotes that sound authoritative:
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Argue better for incorrect conclusions, in particular produce internally consistent but untruthful chains of reasoning; in the 
example below, answer B is wrong in both cases, but the initial LM’s reasoning is much more obviously contradictory:

Hide or neutralize obvious red flags such as edge-case code that would crash human tests; in the example below, RLHF’ed LM’s code looks almost intentionally obfuscated
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A Roadmap to Pluralistic Alignment

https://arxiv.org/abs/2402.05070
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Other Challenges

❑ How to resolve conflicts between criteria (e.g. helpfulness vs. 
harmlessness)?

❑ Human feedback has been shown to incentivize sycophancy.
o AI systems to excessively agree with or flatter users, often prioritizing 

user satisfaction over providing accurate or objective information
❑ How to handle biases of the raters?
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Preference Finetuning
We now have a (high quality) pairwise feedback data collection pipeline?

How do we adapt the model to make use of pairwise feedback?
• Part 1: Reinforcement Learning Overview
• Part 2: Policy Optimization: PPO – the original and very finicky 

approach
• Part 3: Policy Optimization : DPO – the new, very accessible approach
• Part 4: GRPO – Learning by comparison
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Agent
(decides on an action)

Environment
(has a state)

41

Reinforcement Learning (RL)

Observations

Actions
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Agent
(decides on an action)

Environment
(has a state)

42

Agent-Environment Interaction Loop

State, reward
st, rt

Action at

(What word 
comes next)

(LLM hidden state
+ reward model output)

Policy 
Model
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RL Algorithms: Vocabulary
❑ Reward

We get a reward signal from the environment, which evaluates the 
“goodness” of the current world state

❑ Return
Cumulative reward over all states (this is what we want to maximize)

❑ Policy
Probability distribution over possible actions given the current world state. 
Agent acts based on sampling: 
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(Non-Exhaustive)

Common in NLP applications

Ancestor approach (same idea)
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Proximal Policy Optimization (PPO)
Policy gradient method for optimizing rewards in actual RL tasks..

J Schulman et al., Proximal Policy Optimization Algorithms
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Quick look at PPO
❑ We will take a peek at the general idea (full technical details are out of 

scope of this class)
❑ To get a more rigorous understanding, recommend starting with policy 

gradients and Dr Karpathy’s blog post:
o https://karpathy.github.io/2016/05/31/rl/
o …followed by Spinning Up RL series: https://spinningup.openai.com/
o Take RL course by our new incoming NLP faculty, Alexander Spangher, next year

https://karpathy.github.io/2016/05/31/rl/
https://karpathy.github.io/2016/05/31/rl/
https://spinningup.openai.com/
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Optimal Policy
❑ Maximizes expected return

❑ Note: This is the theoretical goal.

In practice, different RL algorithms have extra bells and whistles to address 
various RL challenges. We won’t look at those details here.
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Reinforcement Learning Goal
❑ Learn a policy that maximizes the return

Neural network? Objective function?
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Why maximizing return is hard
❑ Exploration vs exploitation
❑ Local optima
❑ Falling off a cliff
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Exploration/exploitation trade off
Exploitation Exploration
exploiting known information to maximize the reward exploring the environment by trying random actions in 

order to find more information about the environment.
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Exploration/exploitation trade off
Exploitation Exploration
exploiting known information to maximize the reward exploring the environment by trying random actions in 

order to find more information about the environment.
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Cliff-walking problem

(Reinforcement Learning: An Introduction by Sutton and Barto, Ex 6.6)



CSCI 5541 NLP 53

Cliff-walking problem: Q-Learning
The Q-value predicts the value of a trajectory. 
Whenr_T=-100 due to falling into the cliff, all Q-
values would be heavily affected by that
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Cliff-walking problem: Step Size
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Trajectories (Rollouts)
❑ Infinite horizon discounted return
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Expected Return
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Proximal Policy Optimization (PPO)

❑ PPO is an actor-critic algorithm
o One network “acts” (policy!)
o Another network “critiques” (estimates expected return if we start in 

this state and continue until the end of the trajectory/rollout)
✔ In RL codebases, you commonly see “VF” (value function) used to denote value 

function

❑ Take the biggest policy steps we can 
o while avoiding policy collapse and rewarding exploration
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Policy Optimization with Reward Model
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PPO (Stable Learner): In plan English,
1. A query is fed into the Policy Model (which is trainable), and it produces an output. 
2. That output gets sent to 2 frozen models for scoring: 

The Reference Model calculates how far the new output strays from the original behavior using KL divergence. 
The Reward Model gives the output a score r, evaluating its helpfulness, coherence, or alignment. 

3. The critic’s take: 
The Value Model (also trained) tries to predict how good that output should have been, producing v - an expected reward. 

4. Calculating advantage: 
PPO uses Generalized Advantage Estimation (GAE) to figure out the advantage, meaning how much better or worse the action was 
compared to expectations. 

5. Gentle updates only: 
It uses a clipped objective to prevent wild updates to the policy, limiting how much the new version can diverge from the old one. 
It may also watch the KL divergence to double-check the policy isn't drifting too far. 

6. Joint optimization: 
PPO updates the policy, value function, and sometimes adds entropy to keep the model exploring new ideas.
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PPO – at a conceptual level
❑ Attempt 1: Policy gradients (variances are too high)

❑ Attempt 2: TRPO (Linearize the problem around the current policy)

❑ Attempt 3: PPO (Clip the ratios at some eps)
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Clipping! Big policy steps avoiding collapse
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PPO – at a conceptual level
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PPO – idealization (?) for language models

Pretty similar to the RL formulation. Actions operate over tokens, big dense reward at the very end operating on full sequence
[From Zheng et al 2023]
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Summary
❑ Learn a scoring function to compute the reward 

❑ Apply policy gradient method (PPO) to try to learn optimal policy

Detailed breakdown of PPO implementation for language models formally in https://arxiv.org/pdf/2406.09279v1 (Ivison et. al 2024)

https://arxiv.org/pdf/2406.09279v1
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PPO in practice PPO outer loop. Invoke an inner loop to optimize the loss over some rollouts
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PPO in practice: loss computation

To avoid rewarding 
exploration, objective 
function includes:
• Entropy bonus
• KL divergence penalty
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PPO in practice: rollouts
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PPO in practice – reward shaping
High level – add per-token KL penalty, last-token full reward
In practice? Clip KL for sequences where new policy logp < reference logp

Helps with stability? If we blow up our model, this prevents kl from diverging
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PPO in practice – generalized advantage estimate
Instead of reward, we use advantages

73this is a bandit problem and gamma=lambda=1 works – this is the reward-to-go vs the value
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PPO training
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Preference Finetuning
We now have a (high quality) pairwise feedback data collection pipeline?

How do we adapt the model to make use of pairwise feedback?
• Part 1: Reinforcement Learning Overview
• Part 2: Policy Optimization: PPO – the original and very finicky approach
• Part 3: Policy Optimization : DPO – the new, very accessible approach
• Part 4: GRPO – Learning by comparison
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Get rid of PPO?

❑ Can we avoid doing any ‘RL’ ? (i.e. on-policy RL algorithms)
❑ Some reasonable stuff people thought about

o Train the model with a Control Token
✔ SFT on the pairs, prepend [GOOD] to chosen,[BAD] to not chosen

o Train the model on only preferred output
o Train a reward model, get LM outputs, train on the preferred output
o Train a reward model, get 1024 LM outputs, take the best one.
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Get rid of PPO?
❑ Most of these baselines turn out to just work worse than PPO on 

instruction-tuning
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DPO – RLHF without tears?
❑ Try to simplify PPO by…

o Getting rid of the reward model, and any on-policy stuff (rollouts, outer loops etc)
❑ Instead

o Take gradient steps on log-loss of good stuff
o Take negative gradient steps on bad stuff (appropriately weighted).

✔ minimize the DPO loss (maximize the likelihood) towards generating completions towards the 
chosen responses and away from rejected responses (or just maximizing their margin). 
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DPO – derivation from the RLHF formula
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Direct Preference Optimization
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Direct Preference Optimization
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Direct Preference Optimization
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DPO updates and components
In some sense, reduces to “positive gradient on good, negative gradient on bad”

(Scaled by ‘prediction error’ of the implied reward 
model)
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DPO Results – controlled comparison
Compared to our previous PPO implementation? Same perf (on sim) with no pain!
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DPO in practice
• DPO loss implementation (from original Rafailov et. al 2023)
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Preference Finetuning
We now have a (high quality) pairwise feedback data collection pipeline?

How do we adapt the model to make use of pairwise feedback?
• Part 1: Reinforcement Learning Overview
• Part 2: Policy Optimization: PPO – the original and very finicky approach
• Part 3: Policy Optimization : DPO – the new, very accessible approach
• Part 4: GRPO – Learning by comparison
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Group Relative Policy Optimization (GRPO): at high-level

❑ 1. The policy model takes a query and generates a group of answers, which 
gives us a playground for comparison. 

❑ 2. Each answer gets scored: 
o The Reward Model evaluates all outputs with rewards r1, r2, ... 
o GRPO normalizes these scores, subtracting the group’s mean and dividing by 

standard deviation. 
o Now each output knows where it stands relative to its peers. 

❑ 3. No critic model: 
o That relative score becomes the advantage. No need for a separate value model. 
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Group Relative Policy Optimization (GRPO): at high-level, continued

❑ 4. Smart advantage propagation: 
o In case of chain-of-thought reasoning, GRPO assigns rewards to individual steps, 

then backpropagates scores to all earlier tokens. 
o Tokens contributing early to a strong answer gain more credit, guiding the model on 

a productive reasoning path.

❑ Iterative GRPO:
o GRPO retrains the Reward Model with new, better outputs, and refreshes the 

Reference Model alongside the policy to keep the KL penalty meaningful. 
o It reuses a bit of old data (~10%) to stabilize training and avoid forgetting 
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- Thanks to clipping and KL control, PPO 

is hard to break, so it stays stable. 

- The value function helps squeeze more 

learning from fewer samples.

- No value model = no extra weight 

- Relative Rewards = stronger signals 

- Perfect for tasks with multiple steps or structured thinking

- Can handle longer sequences and bigger batches



CSCI 5541 NLP 90

- GRPO is motivated by REINFORCE

- Simple, unbiased: A pure Monte Carlo 

estimator of the policy gradient without critic

- unstable, expensive, no reward model
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https://yugeten.github.io/posts/2025/01/ppogrpo/



CSCI 5541 NLP 92

Current Directions
❑ Too few preference dataset (HHH, UltraFeedback, Nectar)
❑ Variants of DPO: ORPO, cDPO, IPO, BCO, KTO, DNO, sDPO, etc
❑ Scale up model sizes (mostly 7B or 13B)
❑ Fine-grained evaluation benchmark, beyond ChatBotArena
❑ Personalization
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Summary
❑ Alignment research is still an actively-studied area. 
❑ RLHF data collection is (also) hard! Many confounding factors!! 
❑ RLHF algorithms are a bit more complex than SFT 

o esp. PPO which have known instability issues
o Watch your reward/KL curves/stats (W&B)

❑ Still debatable: DPO vs PPO
❑ Be mindful of the impact of over-optimizing for rewards (e.g., reward hack)
❑ (A combination of) reasonable rewards don’t mean to make models well 

aligned
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References
❑ Learning to summarize from human feedback
❑ Deep Reinforcement Learning from Human Preferences
❑ Direct preference optimization: Your language model is secretly a reward 

model
❑ Open Problems and Fundamental Limitations of Reinforcement Learning 

from Human Feedback
❑ A General Language Assistant as a Laboratory for Alignment
❑ Dynamic Multi-Reward Weighting for Multi-Style Controllable Generation
❑ Benchmarking Cognitive Biases in Large Language Models as Evaluators
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Questions?
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