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Outline

A What is semantics? How do you define meaning?

A Three ways of looking at word meaning

o Decompositional
o Ontological
o Distributional

A Different kinds of encoding “context”
o Count-based
O
O

O
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What is semantics?
How do you define meaning?




Define “cup”
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Q You

What is "cup"?

ChatGPT

The term "cup” can have multiple meanings depending on the context. Here are a few

possible interpretations:

1. Physical Object: A cup is a small container typically used for drinking liquids. It usually
has a handle and may be made of materials such as glass, ceramic, metal, or plastic.

2. Unit of Measurement: In cooking and baking, "cup” is often used as a unit of
measurement for both dry and liquid ingredients. It is a standardized volume
measurement, and one cup is equivalent to 8 fluid ounces in the United States or
approximately 240 milliliters.

3. Sports: In sports, a "cup” can refer to a trophy or championship awarded in a
competition, such as the FIFA World Cup in soccer or the Stanley Cup in ice hockey.

4. Anatomical Reference: Informally, people might use the term "cup” to refer to the
concave shape formed by the hands when placed together, often used to catch or

hold something.

CSCI 5541 NLP




Three ways of looking at word meaning

1 Decompositional
o What characteristics/components of what the word represents

a Ontological

o How the meaning of the word relates to the meanings of other
words

2 Distributional
o What contexts the word is found in, relative to other words
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Decompositional semantics

Color: blue, black, etc

Shape: isz?

Texture: ceramic, wood,
glass, clay, etc
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Limitations of decompositional semantics

d Where do the features come from?

o How to divide semantic space into features?
o How to settle on a “final” list?

1 How do you assign features to concepts and map these features to real
world objects in a principled way?

Computationally less useful due to its
subjectivity and lack of scalability
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Semantic relations

J Synonymy — equivalence
O <small, little>

J Antonymy — opposition
O <small, large>
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Semantic relations

J Synonymy — equivalence
O <small, little>

J Antonymy — opposition
O <small, large>

] Attribute
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Semantic relations

J Synonymy — equivalence
O <small, little>

J Antonymy — opposition
O <small, large>

J Meronymy — part-of relation
O <liver, body>

J Holonymy — has-a relation
O <body, liver>
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Semantic relations

J Synonymy — equivalence
O <small, little>

hot
J Antonymy — opposition D
O <small, Iarge> temperature attribute 1 antonym
J Meronymy — part-of relation ' .
O <liver, body> hypernym \similar
J Holonymy — has-a relation . e cold, low P N
O <body, liver> blood heat tempi:fggféégg'd'ty’ | ,,ag;fag'al,n%y,’g;;rj_,._,

J Hyponymy — subset; is-a relation
O <dog, mammal>

J Hypernymy — superset
O <mammal, dog>
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English Word Definitions, Terminology, and Jargon 2 Quora
What is a male dog term, like 'bitch’ is a female dog?
Y, Answer N Follow - 19 +Q Request O O 4} ooo

descended from the common wolf) that has been domesticated by man since
prehistoric times; occurs in many breeds) "the dog barked all night"

J s (n) dog (informal term for a man) "you lucky dog"

] S: (n) cad, bounder, blackguard, dog, hound, heel (someone who is morally
reprehensible) "you dirty dog"

J S: (n) frank, frankfurter, hotdog, hot dog, dog, wiener, wienerwurst, weenie (a smooth-
textured sausage of minced beef or pork usually smoked; often served on a bread roll)

] S: (n) pawl, detent, click, dog (a hinged catch that fits into a notch of a ratchet to move
a wheel forward or prevent it from moving backward)

J S: (n) andiron, firedog, dog, dog-iron (metal supports for logs in a fireplace) "the
andirons were too hot to touch”

4.
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Tools for WordNet

1 Original English WordNet
project:
O https://wordnet.princeton.edu/rela
ted-projects

J WordNets in the World (many
languages available):

O http://globalwordnet.org/resource
s/wordnets-in-the-world/
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WordNet Search - 3.1

Word to search for: |jump | Search WordNet |

Display Options: |(Select option to change) v|| Change |

Key: "S:" = Show Synset (semantic) relations, "W:" = Show Word (lexical) relations
Display options for sense: (gloss) "an example sentence"

Noun

e S: (n) jump, leap (a sudden and decisive increase) "a jump in attendance"

e S: (n) leap, jump, saltation (an abrupt transition) "a successful leap from
college to the major leagues”

e S: (n) jump ((film) an abrupt transition from one scene to another)

e S: (n) startle, jump, start (a sudden involuntary movement) "he awoke with a
start”

e S: (n) jump, parachuting (descent with a parachute) "he had done a lot of
parachuting in the army"”

¢ S: (n) jump, jumping (the act of jumping; propelling yourself off the ground)
"he advanced in a series of jumps"; "the jumping was unexpected"”

Synsets Lemmas New words

Taxonomy

Nouns  Verbs Nouns Verbs  Nouns  Verbs
WordNet 1.6 66 025 12 127 94474 10319 - -
WordNet 1.7 75804 13214 109195 11088 11551 401
WordNet 2.0 79689 13508 114648 11306 4036 182
WordNet 2.1 81426 13650 117097 11 488 2023 158
WordNet 3.0 82115 13767 117798 11529 678 33

Taxonomy Enrichment with Text and Graph Vector Representations

20 AR


https://wordnet.princeton.edu/related-projects
https://wordnet.princeton.edu/related-projects
http://globalwordnet.org/resources/wordnets-in-the-world/
http://globalwordnet.org/resources/wordnets-in-the-world/

Tools for WordNet

J NLTK (Python)
O https://www.nltk.org/howto/wordnet.html

J Graph visualization
O https://github.com/aliiae/lexical-graph

WordNet is just another NLTK corpus reader, and can be imported like this:

>>> from nltk.corpus import wordnet

For more compact code, we recommend:

>>> from nltk.corpus import wordnet as wn
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temperature )

Quantifying Information Content (IC) PN

coldness, cold, low
temperature, frigidity,
frigidness

body temperature,
blood heat

# words that are equivalent to or are hyponoyms of w

I = —
Cw) log # words in corpus

Entity | 0.93
Inanimate-object ‘ 1.79

Natural-object | 4.12

Geological formation  6.34

-

Natural-elevation ‘ 9.09 Shore ‘ 9.39

Hill | 10.88 Coast [ 10.74

Adapted from Lin. 1998. An information Theoretic Definition of Similarity. ICML.
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ImageNet based on WordNet

ImageNet Trees

7 Mivs
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L. Fei-Fei and J. Deng. ImageNet: Where have we been? Where are we going?, (/PR Beyond Imagellet Large
Scale Visual Recognition Challenge workshop, 2017, pdf
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Dictionary: A Database for Lexical Semantics

[///Lmnma

CUp noun
an

@) /knp/

) /kap/

7 Idiomsr
1 A_ll [countable] a small container that is like a bowl in
shape, usually with a handle, used for drinking tea, coffee, etc.
« He filled the cup with water.

« a coffee cup

« g cup and saucer

« a plostic/paper cup

SEE ALSO Dixie Cup™, loving cup, sippy cup
-~ Extra Examples

« Customers don't like drinking out of plastic cups.
« She raised her cup to her lips.

« She was so thirsty that she drained her cup.

CSCI 5541 NLP

Sense

\\\\\\\\\\\\\*

Definition

/

2 % A],; [countable] the contents of a cup

Usage

« She drank the whole cup.

+ cup of something Would you like g

+ Extra Examples

A 4+ Oxford Collocations Dictionary

3 W A2i [countable] a gold or silver cup on a stem, often with

two handles, that is given as a prize in a competition
« She's won several cups for skating.

« He lifted the cup (= won) for the fifth time this year.

+ Extra Examples

TOPICS Sports: ball and racket sports m

4+ Oxford Collocations Dictionary

https://www.oxfordlearnersdictionaries.com/

2t AR



https://www.oxfordlearnersdictionaries.com/

No exact match found for “borked” in English

Did you mean:

» barked
e bonked
e booked
e bored

e corked

Nearest results from our other dictionaries and grammar
usage guide:

American English

» barked
e bonked
* booked
e bored

e corked
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Urban Dictionary

borked v !

To have totally fucked something up. Usually by doing something stupid.

Specifically used to describe technology that is broken.

Example 1....
Admin: | totally borked my machine installing Win XP SP2.

Example 2....

"I can't come over at the moment...my car is borked".

by Senhor Salvidor Guido September 7, 2004

E=lo)

https://www.urbandictionary.com/

26 AR
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What NLP tasks are there in
lexical semantics?




Ask humans how similar 2 words are

Word 1 Word 2 similarity

vanish disappear ?

SimLex-999 dataset (Hill et al., 2015)
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Ask humans how similar 2 words are

Word 1 Word 2 similarity

vanish disappear 9.8

SimLex-999 dataset (Hill et al., 2015)
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Ask humans how similar 2 words are

Word 1 Word 2 similarity
vanish disappear 9.8
behave obey

SimLex-999 dataset (Hill et al., 2015)
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Ask humans how similar 2 words are
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Word 1 Word 2 similarity
vanish disappear 9.8
behave obey 7.3

SimLex-999 dataset (Hill et al., 2015)




Ask humans how similar 2 words are

CSCI 5541 NLP

Word 1 Word 2 similarity
vanish disappear 9.8
behave obey 7.3
belief impression 5.95
muscle bone 3.65
modest flexible 0.98
hole agreement 0.3

SimLex-999 dataset (Hill et al., 2015)




Polysemy

Sense 1 Sense 2

Of poor quality or little slang (orig. U.S.). Formidable, good.
worth.

A word sense is a representation of one aspect
of a word's meaning.
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Polysemy

Sense 1 Sense 2

bad Of poor quality or little slang (orig. U.S.). Formidable, good.
worth.

A word sense is a representation of one aspect
of a word's meaning.
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Polysemy

Sense 1 Sense 2
bad Of poor quality or little slang (orig. U.S.). Formidable, good.
worth.
sick Suffering from iliness of any | slang (now esp. Skateboarding and
kind; ill, unwell, ailing. Surfing). Excellent, impressive; risky.

A word sense is a representation of one aspect
of a word's meaning.
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Polysemy

Sense 1 Sense 2
bad Of poor quality or little slang (orig. U.S.). Formidable, good.
worth.
sick Suffering from iliness of any | slang (now esp. Skateboarding and
kind; ill, unwell, ailing. Surfing). Excellent, impressive; risky.
Word Sense “thats sick man”
Disambiguation (WD) https://www.urbandictionary.com/define.php?term=sick

A word sense is a representation of one aspect
of a word's meaning.
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Semcor

1 200K+ words from Brown corpus tagged with Wordnet senses.
1 Benchmark for word sense disambiguation (WSD)

original It urged that the city take steps to remedy this problem
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Semcor

1 200K+ words from Brown corpus tagged with Wordnet senses.
1 Benchmark for word sense disambiguation (WSD)

original It urged that the city take steps to remedy this problem

lemma sense It urge! that the city? take'! step? to remedy? this problem?
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Semcor

1 200K+ words from Brown corpus tagged with Wordnet senses.
1 Benchmark for word sense disambiguation (WSD)

original It urged that the city take steps to remedy this problem

lemma sense It urge’ that the city? take' step?! to remedy? this problem?

|t urge2132100 that the City1215201 take2:41:04 Step1:04:02 to remedy2230:00 th|S

nset number A0
synset numbe problem1:10:00
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OntoNotes

1 Annotate a large corpus comprising various
genres of text (news, conversational Text

telephone speech, weblogs, usenet
newsgroups, broadcast, talk shows) in three Treitm“k\‘

languages (English, Chinese, and Arabic) with Word Sense PropBank Co-reference

structural information (syntax and predicate ““O“% l /N
: <~ —— Names

argument strt_Jcture) and shallow semantics OntoNotes

(word sense linked to an ontology and Annotated Text

coreference).
d Another benchmark for WSD

Hovy, E., Marcus, M., Palmer, M., Ramshaw, L., & Weischedel, R. (2006, June) OntoNotes:
The 90% Solution NAACL, Companion Volume: Short Papers (pp. 57-60).
o AR
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The founder of Pakistan's nuclear program, Abdul
Qadeer Khan, has admitted that he transferred nuclear
technology to Iran, Libya, and North Korea”.
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The
Qadeer
technology

f Pakistan's nuclear progra
has admitted that he transferr
an, Libya, and North Korea”

nuclear

-vvr- Sghming -"\‘
L <) poim
A T : : 7
N | \ 72
. Tt - —— tpm tepiee et
v /
-t ot
\/

WordNet Ontology o g Concepts
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The f Pakistan's nuclear progra

Qadeer has admitted that he transferred nuclear
technology to Iran, Libya, and North Korea”.

Propositions

5\ fi

L)
EOB LY
~

Propositional
connection

D>
i>

:
iD

g
:

the semantic kernel of a sentence that determines its truth conditions,
independent of its syntactic form and lexical realization.
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The founder of Pakistan's nuclear

program, Abdul
Qadeer Khan, has that he_nuclear

technology to Iran, Libya, and North Korea”.

VerbNet FragheNet PropBank ADMIT-64.3-1 E BaC k to searc h
OntoNotes

Parent Classes:

3 result(s) matching query (click to view): ADMIT-64.3 Iy
VerbNet admit-64.3-1 fras o R e Barer clase Top il class view clck below
(https://uvi.colorado.edu/uvi_search) confess-37.10 Member Verb Lemmas:
conjecture-29.5 adn;z:i.i4,3.1 ADMIT INCLUDE PERMIT
FrameNet
(https://framenet.icsi.berkeley.edu/) 2 result(s) by Class ID: RECENE  WELCOME
ROLES:
admit-64.3
admit-64.3-1

EXAMPLE:
NP V NP ADV )
She admitted us here.



https://uvi.colorado.edu/uvi_search
https://framenet.icsi.berkeley.edu/

Coreference
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OntoNotes

The founder of Pakistan's nuclear program, Abdul
Qadeer Khan, has admitted that he transferred nuclear
technology to Iran, Libya, and North Korea”.

Syntax ol Propositions

%) . “ 0 oM o2

Pty N - o — LA Ly e
o - tectraiage, roren
e TN

N - ~ ~

A . A A - ~ et orngrebe —granirg ot
e Pubisiony ADOJ sdmled ha VYwwiewd Mok e, Lo o '.{ ! . \
e A o o - PN = Vi 7
Geegs e Wty .
N | N /7
-t fwratee bt 4 ter e et
d‘“ \% /
d..’ *‘\/m
Coreference — s Concepts

Hovy, E., Marcus, M., Palmer, M., Ramshaw, L., & Weischedel, R. (2006, June) OntoNotes:
The 90% Solution NAACL, Companion Volume: Short Papers (pp. 57-60).
s SR
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Limitations of WordNet and ontological semantics

1 WordNet is a useful resource, but there are intrinsic limits

o It requires many years of manual effort by experts like skilled lexicographers

o Some lexicographers are not skilled, and this has led to inconsistencies
(https://en.wikipedia.org/wiki/WordNet)

o Ontology is only as good as ontologists; not driven by data
1 Sparse

o wicked, sick, badass, ninja..
1 Hard to compute word relationships

Let's look into lexical semantics driven by data
and not rely on lexicographers P—
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https://en.wikipedia.org/wiki/WordNet

Three ways of looking at word meaning

1 Decompositional
o What characteristics/components of what the word represents

a Ontological

o How the meaning of the word relates to the meanings of other
words

31 Distributional
o What contexts the word is found in, relative to other words
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Assumptions in distributional semantics

“The meaning of word is its use in the language”

Wittgenstein Pl 43

“You shall know a word by the company it keeps”

Firth, J. R. 1957:11

“If A and B have almost identical environments
we say that they are synonyms.” s 1954
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What does “beef” mean?
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Beef
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001.
002.
003.
004.
005.
006.
007.
008.
008%.
010.
011.
012.
013.
014.
015.
0l6.
017.
018.
019.
020.
021.
022.
023.
024.
025.
026.
027.
028.
029.

OooOooooooooooooOooooooooooooooo

t but of different schools. Cook had discovered a BEEF in his possession a few days earlier and, whe
ity to available canned pork products. Tests with BEEF have been largely unsuccessful because of the
ermaster Corps program is to find the reasons for BEEF's low palatability and means of overcoming it
rads can extend the shelf life (at 35 F) of fresh BEEF from 5 days to 5 or 6 weeks. However, the pro
radiation blanching process discolors the treated BEEF and liquid accumulates in prepackaged cuts. C
nd liquid accumulates in prepackaged cuts. Cooked BEEF irradiated in the absence of oxygen assumes a
the improvised counter of boards laid across two BEEF barrels. There was, of course, no real need t
ey of the hut across from him was surmounted by a BEEF barrel with ends knocked out. In this heavy a
secret employers their money's worth. A good many BEEF-hungry settlers were accepting the death of W
ogrammes and cost-cutting measures are planned to BEEF up performance. Analysts at Paribas are looki
rsion into animal feed, produce 600,000 tonnes of BEEF, which alone is worth £1,000 million at whol
pay on the French wards. We served them up corned BEEF, cheese, pickles and hot cocoa, and they thre
they threw it back at us. "Good gracious, corned BEEF, cheese and bread and butter, they were lucky
Greece) Ingredients 1 small packet feta cheese 2 BEEF tomatoes ¥ cucumber 1 small jar stoned

for the past twenty minutes!" Waiter! Waiter! The BEEF surprise was lovely, but what's the surprise?
as hands who rode for a Mr. Wolgast who supplied BEEF to the reservation up at San Carlos. I would
"Every week or so 1'd see them come in for their BEEF ration. And they're allowed to hunt. They can
11 specialize in steaks, chops, chicken and prime BEEF as well as Tom's favorite dish, stuffed shrim
close, she said. She had raised a calf, grown it BEEF-fat. She had, with her own work-weary hands,
and get ready to bear. She was ready to kill the BEEF, dress it out, and with vegetables from her g
't know what to say. He did say she could get her BEEF and vegetables in cans this summer. He did sa
12. HAMBURGER PATTIES WITH NUTS_ 1 pound ground BEEF 2 teaspoons grated onion Dash of pepper 1/2 t
a highly competitive business more profitable for BEEF, dairy, and sheep men. The target chart quick
cle assumes that the rations you are feeding your BEEF, dairy cattle, and sheep are adequately balan

-infective properties of this drug. HOW TO FEED: BEEF CATTLE (FINISHING RATION) - To increase rate
in the prevention of liver abscesses in feed-lot BEEF cattle. Prevention of bacterial pneumonia, sh
founder, and in controlling scours. _HOW TO FEED: BEEF AND DAIRY CALVES - 0.2 gram Dynafac per head
gain and improves feed efficiency. HOW TO FEED: BEEF CATTLE - 10 milligrams of diethylstilbestrol

oves growth rate and feed efficiency of fattening BEEF animals. _HOW TO FEED:_ At the rate of 2-1/2

Sentences from the brown corpus. Extracted from the concordancer in The Compleat Lexical Tutor, http://www.lextutor.ca/


http://www.lextutor.ca/

Beef

1 Suppose you see these sentences:
o "there was the smell of roast beef”

o "l smell seared beef, and my stomach
twists from hunger.”

1 Suppose you've also seen these:
o ..apiece of roasted or for roasting..

o .50 long as the was seared, they

gulped down several times their own
Weight every da\/ Beefis a roasted or seared with smell.

Beef is the culinary name for meat from cattle.

Wikipedia, "beef"
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Beef
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001.
002.
003.
004.
005.
006.
007.
008.
008%.
010.
011.
012.
013.
014.
015.
0l6.
017.
018.
019.
020.
021.
022.
023.
024.
025.
026.
027.
028.
029.

OooOooooooooooooOooooooooooooooo

t but of different schools. Cook had discovered a BEEF in his possession a few days earlier and, whe
ity to available canned pork products. Tests with BEEF have been largely unsuccessful because of the
ermaster Corps program is to find the reasons for BEEF's low palatability and means of overcoming it
rads can extend the shelf life (at 35 F) of fresh BEEF from 5 days to 5 or 6 weeks. However, the pro
radiation blanching process discolors the treated BEEF and liquid accumulates in prepackaged cuts. C
nd liquid accumulates in prepackaged cuts. Cooked BEEF irradiated in the absence of oxygen assumes a
the improvised counter of boards laid across two BEEF barrels. There was, of course, no real need t
ey of the hut across from him was surmounted by a BEEF barrel with ends knocked out. In this heavy a
secret employers their money's worth. A good many BEEF-hungry settlers were accepting the death of W
ogrammes and cost-cutting measures are planned to BEEF up performance. Analysts at Paribas are looki
rsion into animal feed, produce 600,000 tonnes of BEEF, which alone is worth £1,000 million at whol
pay on the French wards. We served them up corned BEEF, cheese, pickles and hot cocoa, and they thre
they threw it back at us. "Good gracious, corned BEEF, cheese and bread and butter, they were lucky
Greece) Ingredients 1 small packet feta cheese 2 BEEF tomatoes ¥ cucumber 1 small jar stoned

for the past twenty minutes!" Waiter! Waiter! The BEEF surprise was lovely, but what's the surprise?
as hands who rode for a Mr. Wolgast who supplied BEEF to the reservation up at San Carlos. I would
"Every week or so 1'd see them come in for their BEEF ration. And they're allowed to hunt. They can
11 specialize in steaks, chops, chicken and prime BEEF as well as Tom's favorite dish, stuffed shrim
close, she said. She had raised a calf, grown it BEEF-fat. She had, with her own work-weary hands,
and get ready to bear. She was ready to kill the BEEF, dress it out, and with vegetables from her g
't know what to say. He did say she could get her BEEF and vegetables in cans this summer. He did sa
12. HAMBURGER PATTIES WITH NUTS_ 1 pound ground BEEF 2 teaspoons grated onion Dash of pepper 1/2 t
a highly competitive business more profitable for BEEF, dairy, and sheep men. The target chart quick
cle assumes that the rations you are feeding your BEEF, dairy cattle, and sheep are adequately balan

-infective properties of this drug. HOW TO FEED: BEEF CATTLE (FINISHING RATION) - To increase rate
in the prevention of liver abscesses in feed-lot BEEF cattle. Prevention of bacterial pneumonia, sh
founder, and in controlling scours. _HOW TO FEED: BEEF AND DAIRY CALVES - 0.2 gram Dynafac per head
gain and improves feed efficiency. HOW TO FEED: BEEF CATTLE - 10 milligrams of diethylstilbestrol

oves growth rate and feed efficiency of fattening BEEF animals. _HOW TO FEED:_ At the rate of 2-1/2

Sentences from the brown corpus. Extracted from the concordancer in The Compleat Lexical Tutor, http://www.lextutor.ca/


http://www.lextutor.ca/
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Greece) Ingredients 1 small packet feta cheese 2 Bl
for the past twenty minutes!" Waiter! Waiter! The
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cle assumes that the rations you are feeding your
-infective properties of this drug. _HOW TO FEED:
in the prevention of liver abscesses in feed-lot Bi
founder, and in controlling scours. _HOW TO FEED:
gain and improves feed efficiency. _HOW TO FEED: Bl
oves growth rate and feed efficiency of fattening

BEEF in his possession a few days earlier and, whe
BEEF have been largely unsuccessful because of the
BEEF's low palatability and means of overcoming it
BEEF from 5 days to 5 or 6 weeks. However, the pro
BEEF and liquid accumulates in prepackaged cuts. C
BEEF irradiated in the absence of oxygen assumes a
EEF barrels. There was, of course, no real need t
BEEF barrel with ends knocked out. In this heavy a
BEEF-hungry settlers were accepting the death of W
BEEF up performance. Analysts at Paribas are looki
BEEF, which alone is worth £1,000 million at whol
BEEF, cheese, pickles and hot cocoa, and they thre
EEF, cheese and bread and butter, they were lucky
EEF tomatoes ¥ cucumber 1 small jar stoned

BEEF surprise was lovely, but what's the surprise?
5F to the reservation up at San Carlos. I would
EEF ration. And they're allowed to hunt. They can
BEEF as well as Tom's favorite dish, stuffed shrim
EEF-fat. She had, with her own work-weary hands,
EEF, dress it out, and with vegetables from her g
BEEF and vegetables in cans this summer. He did sa
EEF 2 teaspoons grated onion Dash of pepper 1/2 t
BEEF, dairy, and sheep men. The target chart quick
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EF AND DAIRY CALVES_ - 0.2 gram Dynafac per head
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BEEF animals. _HOW TO FEED:_ At the rate of 2-1/2

Learning a vector representation of
“Beef” from context

Beef

0.7 e.g., shape

13 e.g., color

4.5 e.g., smell

Learned latent feature/component:




Model of meaning focusing on similarity

1 Each word = a vector
s not good
' o bad
o to bv . dislike worst
J Not just “word"”; Similar , 5 incredibly bad
. that  now are WOrse
words are nearby in space a i oy
than with 8
J The standard way to
represent meaning in "NLP very good _ incredibly good
these da\/s _amazing fantastic derful
tCl’I’lflC nice wondacriu
good

CSCI 5541 NLP




Distributed representation

1 Vector representation that encodes information
about the distribution of contexts a word appears
In

d Words that appear in similar contexts have similar
representations (and similar meanings, by the
distributional hypothesis).

A We have several different ways we can encode the
notion of “context.”
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that

than

001.00
002.0
003.0
004.0
005.0
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very good
amazing
terrific

good

t but of different schools. Cook had discovered a
ity to available canned pork products. Tests with
ermaster Corps program is to find the reasons for
rads can extend the shelf life (at 35 F) of fresh
radiation blanching process discolors the treated
nd liquid accumulates in prepackaged cuts. Cooked
the improvised counter of boards laid across two Bl
ey of the hut across from him was surmounted by a
secret employers their money's worth. A good many
ogrammes and cost-cutting measures are planned to
rsion into animal feed, produce 600,000 tonnes of
pay on the French wards. We served them up corned

not good
dislike
incredibly bad

worst

WOrse

incredibly good

fantastic

wonderful

nice

BEEF in his possession a few days earlier and, whe
BEEF have been largely unsuccessful because of the
F's low palatability and means of overcoming it
BEEF from 5 days to 5 or 6 weeks. However, the pro
BEEF and liquid accumulates in prepackaged cuts. C
BEEF irradiated in the absence of oxygen assumes a
EEF barrels. There was, of course, no real need t
BEEF barrel with ends knocked out. In this heavy a
BEEF-hungry settlers were accepting the death of W
BEEF up performance. Analysts at Paribas are looki
BEEF, which alone is worth £1,000 million at whol
BEEF, cheese, pickles and hot cocoa, and they thre

they threw it back at us. "Good gracious, corned BEEF, cheese and bread and butter, they were lucky
Greece) Ingredients 1 small packet feta cheese 2 BEEF tomatoes 'z cucumber 1 small jar stoned

for the past twenty minutes!" Waiter! Waiter! The
as hands who rode for a Mr. Wolgast who supplied Bl

BEEF surprise was lovely, but what's the surprise?
EEF to the reservation up at San Carlos. I would

"Every week or so I'd see them come in for their BEEF ration. And they're allowed to hunt. They can

11 specialize in steaks, chops, chicken and prime

BEEF as well as Tom's favorite dish, stuffed shrim

close, she said. She had raised a calf, grown it BEEF-fat. She had, with her own work-weary hands,
and get ready to bear. She was ready to kill the BEEF, dress it out, and with vegetables from her g

't know what to say. He did say she could get her

12. _HAMBURGER PATTIES WITH NUTS_ 1 pound ground BEEF

a highly competitive business more profitable for
cle assumes that the rations you are feeding your
-infective properties of this drug. _HOW TO FEED:

BEEF and vegetables in cans this summer. He did sa
2 teaspoons grated onion Dash of pepper 1/2 t
BEEF, dairy, and sheep men. The target chart quick
BEEF, dairy cattle, and sheep are adequately balan
F CATTLE (FINISHING RATION) - To increase rate

in the prevention of liver abscesses in feed-lot BEEF cattle. Prevention of bacterial pneumonia, sh

founder, and in controlling scours. _HOW TO FEED:

BEEF AND DAIRY CALVES_ - 0.2 gram Dynafac per head

gain and improves feed efficiency. HOW TO FEED: BEEF CATTLE_ - 10 milligrams of diethylstilbestrol

oves growth rate and feed efficiency of fattening

BEEF animals. _HOW TO FEED:_ At the rate of 2-1/2




Another example of polysemy

have a beet with (someone or something)

To have an outstanding or unsettled dispute or disagreement with someone or something
Why does she have a beef with me? I'm always nice to her!

Dad has a real beef with the phone company because they keep raising their rates.

Beef
Polysemy should be learned to some extent,
assuming that the word vector is trained
using diverse textual contexts and the
dimensions of the vector s large enough
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Different kinds of encoding “context”

] Count-based
o PMI, TF-IDF

] Distributed prediction-based (type) embeddings
o Word2vec, GloVe, Fasttext

] Distributed contextual (token) embeddings from language models
o ELMo, BERT, GPT

1 Many more variants
O Multilingual / multi-sense / syntactic embeddings, etc
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WILLIAM SHAKESPEARE

MICHAEL FASSBENDER MARION COTILLARD

MACBETH
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Term-document matrix
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Hamlet Macbeth Romeo & Richard Il Julius Caesar Tempest
Juliet
knife 1 1 4 2 2
dog 5 T2 p)
sword 2 2 7 5 5
Tove o4 35 53 2
like 75 38 34 36 34 41

Context = appearing in the same document.




Word vectors

knife 1 1 4 2 2

sword 2 2 7 5 5

\ector representation of the term;
vector size = number of documents

CSCI 5541 NLP




Cosine Similarity

J Calculate the cosine similarity between the two word vectors, to judge the degree of
their similarity [Salton 1971] .

. x .
CoS (x,:Y)= 1=1 lyl
B [T
Note:

 Euclidean distance measures the magnitude of distance between two points

1 Cosine similarity measures their orientation

Y A1yl

B(x2,y2)

A
-

https://cmry.github.io/notes/euclidean-v-cosine

CSCI 5541 NLP
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https://cmry.github.io/notes/euclidean-v-cosine
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Hamlet Macbeth Romeo & Richard Il Julius Caesar Tempest
Juliet
knife 1 1 4 2 2
dog 6 12 p)
sword 2 2 7 5 5
love 64 135 63 12
like 75 38 34 36 34 41
cos (knife, knife) 1.0
cos (knife, dog) 0.11
cos (knife, sword) 0.99 Not all dlme,nsmn.s are gqually informative.
Let's weight dimensions!
cos (knife, love) 0.65
cos (knife, like) 0.61




TF-IDF

1 Term frequency (T'F; 4) = the number of times terms t occurs in document
d

o Several variants: e.g., passing through log function

A Inverse document frequency (IDF,) = inverse function of number of
documents containing (D;) among total number of documents N.

_ N
tfidf (t,d) = tf; 4 xlogD—
t

CSCI 5541 NLP




IDF

0.07

0.30

0.07

Hamlet Macbeth Romeo & Richard Il Julius Caesar Tempest
Juliet
knife 1 1 4L 2 2
dog 6 12 2
sword 2 2 7 5 5
love 64 135 63 12
like 75 38 34 36 34 41

0.20

0.00

tfidf (t,d) = tfq

CSCI 5541 NLP

Xlog

D

IDF indicates the informativeness of the
terms when comparing documents.
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knife 0.07 0.07 0.28 0.14 0 0.14
dog 0 0 0 1.8 3.6 0.6
Hamlet Macbeth Romeo & Richard Il Julius Caesar Tempest IDF
Juliet
|
| knife | 1 1 4 2 2 0.07
Lﬂ | |
sword 2 2 7 5 5 0.07
love 64 135 63 12 0.20
like 75 38 34 36 34 41 0.00

IDF indicates the informativeness of the
Dt terms when comparing documents.

tfidf (t,d) = tfq

CSCI 5541 NLP
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Hamlet, Prince of Denmark Macbeth
ham- T | macheth
hor4 N macduff 4 [
hamlet+ [N banquo v [N
pol 1 N malcoim 4 [
laer4 ross4 R
oph+ lennox4 N
ros4 duncan4
horatio4 N siward4
clown-4 S thane1
laertes 4 [N cawdor4
0.00 0.01 0.02 0.03 0.04 0.00 0.02 0.04

https://datavizs21.classes.andrewheiss.com/example/13-example/

67 AN
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https://datavizs21.classes.andrewheiss.com/example/13-example/

v ‘e Fonmula ¥ Name Fonmuke

1. Jaint probability Plxy) 46, | measure max| Play) kg S22

2 Conditional probability Plyje) Plry)lom BN 4+ Play) ke

3. Reverse conditional probability Tl o PR

4. Pointwise mutual infarmation 47. Ginl index max| PLoe J(Plyfe)” + PlGle)") = Play)

‘ P )Py le) + PG ) = Pleg),

5 Mutual dtwﬂtﬂ(‘_v WD) Pley)(Plxly) 14 Plxly ) Plxe ¥

6. Log frequency biased MD + PLap) (Plx|g) + P(2]g)r) = PlasF]

7. Normalized expectation 48. Confidence max| Plyfe), Plx|y)]

8 Mutual expectation 49. Laplace max] gt ety

9. Salience . Convidion x| =, o

10. Pe s ‘3 test §:, ‘I;latel'ﬂ\;'v-srhaplm Plx ui{. I’I_.l:jll’l(og}

‘ 2. Cenainity factor s

11. Fisher's exact tast 53 Added value (AV) max| P{ylr) — Play), Plxly]

> = Plaxie PN A . N
12t test 54 Collective strength T :
13, = score - - 55. Klasgen v Plxy) - AV

NV Texy flaxUUNY)

14. Poison significance measure L) Loy b Lea)t bog [ 5. &’f’:'e“ entropy 3_:. j'l"'t ay) h:ij'l_“'lt an)

= X 57. context entropy P g PlwCi)

:'\' Log IMI:M‘::;::‘" : 55, Right context entropy X Pk '_':j. g Plwk '.':)

‘_:' Squared log hood ratio 9. Left context diverge nce Plxe)lag Plas) = Y, Plw i) kg PlwC2,)
l.;.. gufsel-kan &0 Right context diverge nce Pley)ag Pley) = 32, PlwlCi) lag PlwlCsy,)
”f’ Sokal-Michiner 61. Cross entropy 3o Plw e )ag PLwlCy )

19. Rogers-Tanimoto 62. Reverse aossentropy o P(wCy) kg Plw )
20. Hamann 63 Intersection measure 2Kl
- ]Th“d:oh""mﬂ'h 64 Eudidean norm S PRy = Pl P
22 Jaccar - 3 PG PGy )
23. First Kulaynsky pin f"”'"‘mm
24 Second Sokal-Sneath S 44 e

67. Confusion probability

25 Second Kukzynski ; o
%. Fourth SokalSneath 68, Reverse confusion probability . Lppstaalond
7. Odds ratio 9. Jensen-Shannon divergence 10 (p{ w3 (p(w j2) + plw)Cy )
25 Yulle's w L . Uc.‘;_»{..-,f['. }||§‘|j|:{n'}( ) p(w]|CON))
2. Yulle's Q B . Gieines peswigyan \c,\;_‘;u o u"-'.\{-);_ ‘u.r' vl
3. Driver-Kroeber — 71. KL divergence ¥, PlwfCe) log e
31. Fifth Sokal$Sneath \_‘.‘_ 72. Reverse KL divergence X Pw) g %:—:&:
2. Pearson dabindrv= ~iincid 73 Skewdlm’nce l)l)»i_u'k llap(w|Cy) + (1 = adp(w|C))
74. Reverse skew divergence D (p{wjC Mlap{ whe )+ (1 = adp(w]|C))
3. Baroni-Urbani 75. Phrase word mocurrence 35+ Seeh
34 Braun-Blanquet 76. Word assoclation é.l, Is t".v ",' vl fix <'r.v “.' a1y
35. Simpson — —
% Michael Cosine context similarity: lewmifes , €oy) + cosley, €y )
37. Mountford s =(2); wsfes, ey) = et
3. Fager 77. in boolean vector space 2w B f (i jC:))
75, int f vector space 2= fui|C:)
39. Unigram subtuples lag 44 = 320/ 4 d+dad . intf . idf vector space 2 [y |C:) .T.""ﬁ"’-“«"":"H-‘ e}
40 U cost lag( 14 2ol Dice context similarity: L ([dieo(Ca, Coy) + dice(Cy, €oy )]
41 S cost lag( 1+ "_‘.‘T 1)-2 =2 dice(e,, 0,) ==
42 Rcost lag( 1+ 3 801 in boolean vector space 2w S ()20 -
432 T combined cost . 4 S int f vector space 2w fwy|Cs) )
44 Phi 82 inl[ . td[ vector space 2w fwy]|C:) I—,"—" df ()= Hl e}
oy o) ) o ) ) ] Pecina, P. (2008).
Table 1: Inventory of kxical association measures for collocation extraction.
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(Optional) Topic Modeling

1 A probabilistic model for
discovering hidden “topics” (groups
of terms that tend to occur
together) in documents.

1 Unsupervised (find interesting

structurein the data)
1 Clustering tokens into topics

CSCI 5541 NLP 69 M




Topic Modeling

1 .- topic - K

1
L. Topic proportions and :
+ Topics™. Documents ; ’
LT assignments doc [
M sene 0.64 \ i =~ :
Seosetic oot I\ Seeku;g{ifes Bare (Genetic) Neeesslties M
l' “as “ CoLp )‘I\( lhmum NEW \uu\~ "
! EE— . » - 1+ nth word - N,
] \
:' \ F.- 1 1
: m& "u / ; : 1
I th S— -.w I
- Sl : g d(_)c Zdn = {11 IK}l
: \/ : R - 1
I l ‘ ' AM l
I [ bl :
1 S48 i
r Fraoes y 1 - word idx - V
1 : ]
1 paa - ]
1 / I o a e !
“ " o g fa' J f':' ‘N"::.?::* o« sm:;;n'oo-n " ) i yids an ot \ / H
\ H <._\~ ay 8% 12 5‘_~ -~ mem:m;y- CHONE QONCMes | ‘/ '.
data 8.02 o SN o - \ 1 ; . =
\ |number 662 | / NUCE ¢ VOL 373 ¢ 24 M \ w topic | Br; = p(w|2)
\‘ ft:puter 8.01 ’l - - : B 1 ’. :
\ b N — < T K
\_/7
? "
\ S T
N, ’I —— -,
T

Parameters of Dirichlet distribution ... _
(K -vector)

Image Credit: ChangUK, Park
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Different kinds of encoding “context”

I Count-based
o PMI, TF-IDF

] Distributed prediction-based (type) embeddings
o Word2vec, GloVe, Fasttext

] Distributed contextual (token) embeddings from language models
o ELMo, BERT, GPT

1 Many more variants
O Multilingual / multi-sense / syntactic embeddings, etc
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Questions

1 How do you define “beautiful”? Is it more difficult to define
"beautiful” than it is to define “cup”?

 How does your representation know “elephant” is bigger
than “mouse”?

1 Distributional semantics can be de-compositional or
ontologically represented? How to combine them?

terrific

CSCI 5541 NLP




