@ Grade HW2: Authorship
attribution using ngram

Announcement (0227) e o L

ints e Feb 25 at 11:5%pm

15p

) prj-caught-with-n-grams

D Don’t glve up vour homework #2! prj-cybertron

) prj-edgecasewizards

1 Project brainstorming (1 point, due: Mar 1) Al

3 prj-lexical-decryptors

 Continue lecture on “LM: Search and decoding” & pri-nlp-ninjas

1 New lecture on “LM: Evaluation and Applications” i
J HW3 out

>

[P

pri-nlpros

pri-pnlp-fiction

> O

prji-prwz
pri-spothri

prj-syntax-errors

pri-tattered-animals
pri-team-brockolee

pri-team-sota

D @ O

prj-too-long-didnt-read

B

pri-transformers

>

prj-wordwizards
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Czech-English s

| |
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.4 58773040 3
B 30/, a8 e
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INTAL LURNCTHIT LVYVY )

Top-p Sampling
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. n T s
Reward Estimation o =S e00-Dogry

t=1

 How should we define a reward function? Just use your evaluation metric!

o BLEU (machine translation; Ranzato et al., ICLR 2016; Wu et al., 2016)
O ROUGE (summarization; Paulus et al., 2018; Celikyilmaz et al., 2018)
o CIDEr (image captioning; Rennie et al., CVPR 2017)

O SPIDEr (image captioning; Liu et al., ICCV 2017)

1 Be careful about optimizing for the task as opposed to “gaming” the
reward!

O Evaluation metrics are merely proxies for generation quality!

O “even though RL refinement can achieve better BLEU scores, it barely improves the human impression of
the translation quality” — wuetal, 2016

CSCI 5541 NLP




Reward Estimation o

 What behaviors can we tie to rewards?
o Sentence simplicity (zhang and Lapata, EMNLP 2017)
Temporal Consistency (sosselut et al, NAACL 2018)
Cross-modality consistency in image captioning (renetal, cvpr 2017)
Utterance Politeness (ranetal, TacL 2018)
Paraphrasing (uietal, EMNLP 2018)
Sentiment (Gong et al, NAACL 2019)

O O O O O

o Formal |t\/ (Gong et al., NAACL 2019)

4 If you can formalize a behavior as a Python function (or train a neural

network to approximate it!), you can train a text generation model to exhibit
that behavior!
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: C P
Search in Training: Takeaways o

1 Teacher forcing is still the main algorithm for training text generation
models

A Diversity is an issue with sequences generated from teacher forced models
1 Exposure bias causes text generation models to lose coherence easily

4 Training with RL can allow models to learn behaviors that are challenging

to formalize

O But learning can be very unstable!
O chatGPT: advanced RL algorithms (e.g., PPO) for better human alignment with human feedback

CSCI 5541 NLP 5 M




Other techniques not covered L@“

1 Decoding time control for controllable text generation (e.g., PPLM)
 Multi-attribute control using RL (will be covered)

4 Unlikelihood training

Data augmentation for reducing the exposure bias
Retrieval-augmented Generation (RAG)

Retrieval based generation (e.g., KNN Language Models)

U U U O

nstruction tuning and human feedback learning (will be covered)

CSCI 5541 NLP




CSCI5541: Natural Language Processing

Lecture 8: Language Models: Evaluation and Applications

Dongyeop Kang (DK), University of Minnesota

dongyeop@umn.edu | twitter.com/dongyeopkang | dykang.github.io

\$NESO)~
S v
Q <
compuTer science Oe . hog
& ENngINeering 4s3A

M UNIVERSITY OF MINNESOTA

Driven to Discover®



mailto:dongyeop@umn.edu
https://twitter.com/dongyeopkang
https://dykang.github.io/

Applications
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Dialogue

Seq2Seq based chatbot

Generation

I'm fine : EOS

I R

Q000 —> 0000 —> 0000 —> 0000 > 0000 —> 0000 —> 0000 —> 0000

osve] | o] 1]

CSCI 5541 NLP

How are you ? EOS I'm fine



Knowledge/world
grounding

Persuasion

Negotiation

Collect human-human conversations with specific
conditions/goals and computationally model their behaviors

Recommendation Personalization

Knowledge

CSCI 5541 NLP




(Crowd Sourced Dialogue

Agent 1 Input Agent 2 Input
3xbook value=1 3xbook value=2
2xhat value=3 2xhat value=1
1xball value=1 1xball value=2
(Dialogue
Agent 1: | want the books and the hats, Friends of agent A:

you get the ball

Agent 2: Give me a book too and we
have a deal

Agent 1: Ok, deal

kAgent 2: <choose>

Name  School Major Company

Jessica Columbia Computer Science  Google

/ \ 7 Josh Columbia  Linguistics Google
Agent 1 Output Agent 2 Output . .
= P - p A: Hi! Most of my friends work for Google
2xbook 2xhat 1xbook 1xball .
K ! B: do you have anyone who went to columbia?
A: Hello?
A: I have Jessica a friend of mine
= d: Any ti |—>| h : 1x book —< p .
read: You get g:nt; ,Great ged, ‘t:Erea e IO 7 e A: and Josh, both went to columbia
one book and - read: No problem  |—{choose: Ix book }—><1> B: or anyone working at apple?
gll.l tak‘; S T Ee— read: I'll give you 2 —>{choose: 2x hat }—<6> B: SELECT (Jessica, Columbia, Computer Science, Google)
SR need all 3 hats read: Ok, fine ) —¢ A: SELECT (Jessica, Columbia, Computer Science, Google)
\Dialogu\e; historyj \Candidatgfresponsesj h Simulation of rest of dialogue ’ S:c;e
. - , Learning Symmetric Collaborative Dialogue Agents
? End-to-
Deal or No Deal? End-to-End Learning for Negotiation Dialogues with Dynamic Knowledge Graph Embeddings

CSCI 5541 NLP




Rushmore 1998 Comedy, Drama

Reservoir Dogs 1992 Crime, Mystery, Thriller

Election 1999 Comedy

Big Fish 2003 Drama, Fantasy, Romance

Vanilla Sky 2001 Mystery, Romance, Sci-Fi OFFERING HELP

American Beauty 1999 Drama, Romance 37 REC: Hi! Happy Thanksgiving! I'm here to help

Almost Famous 2000 Drama 15 you find a trailer!

M litan 1990 1 . . t e
U;‘t,r,(z:,’(:;g 2000 g?:ne:ySciFi 16 SEEK: Happy Thanksgiving! My favorite movie is

Pathfinder 2007 Action, Adventure, Drama 15 finding Nemo | really like it

Seeker

Expert o
00000 00000

PREFERENCE CONFIRMATION
. . ° ' - . - .
& ilike comedy-drama and american crama some REC: Awesome! So do you like Disney movies in
fantasy drama and science fiction thriller F general?

SEEK: Yup they are so colorful and full of life!
What timeframe are you o
looking for? SIMILARITY PERSONAL EXPERIENCE

REC: Yeah, | love Disney too! | have Disney + and
EXPERIENCE INQUIRY

watch it everyday haha. Have you seen the new

from 1990-2003

Favorite actors?

Tim Burton Bill Murrary Directors? PERSONAL OPINION
Quentin Tarantino Lady and the Tramp? | find it relatable to my dog!
Are you looking for a SEEK: Lol that’s good enough! Never heard of that
el hero centered movie? one! what is it about?
CREDIBILITY

How about this movie? Almost Famous REC: It's about a dog named Lady who runs

This was a Cameron Crowe movie from the away with a stray named Tramp out of jealousy . .

90's that was a coming of age drama. OPINION INQUIRY

@ What do you think?
15
| accepted the recommendation. SEEK: Woo sounds good! | definitely want to see
@ | enjoy Cameron Crowe films

this. Thank you!

Sounds good.

Maybe something with crime ENCOURAGEMENT
or fantasy would be better REC: No problem! Hope you enjoy it as | did!

Recommendation as a Communication Game: Self-Supervised Bot-Play for Goal-oriented Dialogue INSPIRED: Toward Sociable Recommendation Dialog Systems
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Role
ER
EE

ER

EE
ER

EE
ER

EE
ER

EE
ER
EE
ER
EE
ER

EE
ER

EE

Utterance

Hello, are you interested in protection of rights of children?

Yes, definitely. What do you have in mind?

There is an organisation called Save the Children and donations are essential to ensure children’s rights to health,
education and safety.

Is this the same group where people used to "sponsor” a child?

Here is their website, https://www.savethechildren.org/.

They help children all around the world.

For instance, millions of Syrian children have grown up facing the daily threat of violence.

In the first two months of 2018 alone, 1,000 children were reportedly killed or injured in intensifying violence.

I can’t imagine how terrible it must be for a child to grow up inside a war zone.

As you mentioned, this organisation has different programs, and one of them is to "sponsor” child.

You choose the location.

Are you connected with the NGO yourself?

No, but 1 want to donate some amount from this survey.

Research team will send money to this organisation.

That sounds great. Does it come from our reward/bonuses?

Yes, the amount you want to donate is deducted from your reward.

What do you have in mind?

I know that my small donation is not enough, so i am asking you to also donate some small percentage from reward.
I am willing to match your donation.

Well, if you go for full 0.30 i will have no moral right to donate less.

That is kind of you. My husband and I have a small NGO in Mindanao, Philippines, and it is amazing what a little bit
of money can do to make things better.

Agree, small amount of money can mean a lot for people in third world countries.

So agreed? We donate full reward each??

Yes, let’s donate $0.30 each. That’s a whole lot of rice and flour. Or a whole lot of bandages.

Annotation
Source-related inquiry

Credibility appeal

Credibility appeal
Credibility appeal
Emotion appeal
Emotion appeal

Credibility appeal
Credibility appeal

Self-modeling
Donation information

Donation information
Proposition of donation
Self-modeling

Foot-1n-the-door
Donation confirmation

CSCI 5541 NLP
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Persona 1 Persona 2

I like to ski [ am an artist

My wife does not like me anymore [ have four children

I have went to Mexico 4 times this year | I recently got a cat

I hate Mexican food I enjoy walking for exercise

[ like to eat cheetos I love watching Game of Thrones

[PERSON 1:] Hi

[PERSON 2:] Hello ! How are you today ?

[PERSON 1:] I am good thank you , how are you.

[PERSON 2:] Great, thanks ! My children and I were just about to watch Game of Thrones.
[PERSON 1:] Nice ! How old are your children?

[PERSON 2:] I have four that range in age from 10 to 21. You?

[PERSON 1:] I do not have children at the moment.

[PERSON 2:] That just means you get to keep all the popcorn for yourself.
[PERSON 1:] And Cheetos at the moment!

[PERSON 2:] Good choice. Do you watch Game of Thrones?

[PERSON 1:] No, I do not have much time for TV.

[PERSON 2:] I usually spend my time painting: but, I love the show.

Personalizing Dialogue Agents: | have a dog, do you have pets too?



Chat with Knowledge! Relevant Information

Click on a topic below to expand it. Then, click the checkbox next to the sentence that

; R s it Two-Stage
You have just met the other
person, who seems quite T = N encoded TN Transformer |
> ormation about your partner's message
curious, and you are eager to SRR z Dialog independently Encoder 2 '
discuss a topic with them! « @ Hostess CupCake Context
@ Hostess CupCaie s a brand of $nack caie formernty procuced and dstrduted by PR e = - Transformer - dialogue Transformer Dialogue
. Hostess Brands and curmently owned by private equity firms Apolio Global 1 v > _’
You wil try 10 inform tion partner about a topic that
one :y:: S e M el o :ou  recee el A ”‘:‘:"‘”:’.‘ Co o m foanle s Goacun Sipee R D Encoder | kno\:lcdgc Decoder Response
with chocolate icing and vanila creme filing, wit aistinctive white sQuigy -
IOMmation adout that 1oiC that wil Do Visibio throughout the chat ! Knowledge
m:v:w;m flavors have been avalable at tmes. 1| System > ¥ D !
; : . . .
P for Ch Topi R has been clamed to be the first comeercially produced cupcake and has become » : R o Frd e e o ' H
Dco:(e ey O e 1 D 7 1 Attention : End-to-End ‘ £ v
A cupcake (also British English: fairy cake; Hbemo-English: Information about your message FEmm—— \/‘1 - '_ ' """"""""""" - : NLL
mm;ﬁ :::y mum :::: :nyk:[n . s :m;: "8 & Sathers Candy Company viemony LA | Acknowledge
small thin paper or luminum cup. o ke
As with larger cakes, icing and other cake cecorations such % M
as frukt and candy may bo appled, ¢ " Fleid ration
The carfiest extant description of what is now often called a «  Candy Candy
cupcake was in 1796, when a recipe for “a light cake 10 bake * [ Hi-5 (Australian band)
In small cups” was written in "American Cooliery” by Amela . Drum kit
Simmons.
The aariiast sxtant documantation of tha term “cuncaka®
SYSTEM: Your partner has selected the topic. Please look to the left to find the relevant Topic: Shower (unseen)

information for this topic.

Human: So I’ve been looking for a better showerhead with more water pressure for my shower.
Model: Ilove pressure-versed water at nearly constant temperature to a shower

Human: That sounds pretty great! Love those rainshower showers!
Model: the ancient greeks were the first people to have showers.

Partner: Hi! Do you have any good recipes for cupcakes?

SYSTEM: Please take a look at the relevant information to your left and check the appropriate

sentence before answering, but try not to copy the sentence as your whole response. Human: Wel] I kneW they WEre gOOd fOI' Something.
Model: the original showers were neither indoor structures nor man made but were common.
You: Hi! You can add fruit and candy to make them even more delicioius! Human: Ah that SOLII‘]dS lntlmldatlng'

Model: it is required manual transport of both fresh and waste water.

Partner: That's cooll What's your favorite cupcake?

SYSTEM: Please take a look at the relevant information to your left and check the appropriate
sentence before answering, but try not to copy the sentence as your whole response.

Wizard of Wikipedia: Knowledge-Powered Conversational agents

| love Hostess cupcakes - they have chocolate icing and vanilla creme filling m
CSCI 5541 NLP 15 AR
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Label: Afraid
Situation: Speaker felt this when...
“I’ve been hearing noises around the house at night”

Conversation:
Speaker: I've been hearing some strange noises around

the house at night.
Listener: oh no! That’s scary! What do you think it is?

Speaker: I don’t know, that’s what’s making me anx-

ious.
Listener: I'm sorry to hear that. I wish I could help you

figure it out

Label: Proud

Situation: Speaker felt this when...

“I finally got that promotion at work! I have tried so
hard for so long to get it!”

Conversation:

Speaker: I finally got promoted today at work!
Listener: Congrats! That’s great!

Speaker: Thank you! I've been trying to get it for a
while now!

Listener: That is quite an accomplishment and you

should be proud!

Most-used

Emotion
speaker words

Most-used Training set
listener words emotion distrib

""" Surprised | got,shocked,really that's,good,nice 5.1%
_______ Excited | goingwaiti'm |  that'sfunlike | 3.8%
......... Angry | mad,someone,got : [ J36%
......... Proud | gothappyreally : that'sgreatgood [ )35%
........... Sad | realyawayget G somyohhear [ )34%
Annoyed get,work really | )3.4%

really,thankful,i'm

)3.3%

] )3.3%

o :3.2%

}3.2%

\  oh.that's feel )3.2%

that's,good, like )3.2%

....... mad,car,someone

i ohthat'swould | 3.2%
3.2%

}3.2%

S B i

Anxious i'm,nervous,going

)3.1%

)3.1%
)3.1%
[ s1%

_|_ohthatssorry [__)3.1%
3

%

______ Prepared ready.i'm,going good that's, like
....... Jealous | friendgotget : getthat'soh 3%
....... Content | i'mlfehappy : goodthat'sgreat [ )29%
_Devastated | _gotreallysad : somyohhear [ J29%
_Embarrassed daywork.got : ohthat'sim [ __)29%
________ Caring | carereallytaking : that'sgood,nice )2.7%
_Sentimental | oldreallytime : that'sohlike | 27
....... Trusting | friendtrustknow . goodthat'sike [ )2.6%
__Ashamed | feelbadfelt | ohthatsim [ J25%
Apprehensive | i'mnervousreally : ohgoodwell [ J)2.4%
Faithful i'm,would,years : good,that's,like 1.9%

Towards Empathetic Open-domain Conversation Models: a New Benchmark and Dataset




M aC h I n e T ra n S | atl O n The decoder state depends just on the

Encoder-decoder previous state and the previous

si = f (si—1, )

I’ml hungry
1/ T
> > — v > —
T T VA T
L= X= Hf 0 1ot EOS I'm
Z: The entire source context is

09 summarized in this one vector

8.2
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Machine Translation

. . The decoder state depends just on the previous
W|th Atte ntl O n state, the previous . and some context
si =f(si—1, 1, ¢i)
I'm hungry

CSCI 5541 NLP




Machine Translation
with Attention Riedagraniivibeiadintinbdiiig dtiions
si = f (Sj-1, , Ci)

C = h1a1 ~+ hzaz + h333

weighted sum

|0.4|2.5|0.9|8.2| |5.4|-5. |6A9|8.2|

A 4
A 4
\ 4
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Machine Translation
with Attention

si = f (Sj—1, ,Ci)

C = h1a1 ~+ hzaz + h333

Attention changes with each word being
generated during decoding. Each subsequent
ry = FN (hy,S;_1) word pays attention to different parts of the input.

a = softmax(r) weighted sum

T = [ry, 7, 13]

Ty = FN (iZ'Sj—l)

| 0.4 |2.5 |0.9 |8.2 | |5.4 | -5. |6A9 | 8.2 | I’m hungry

EOS I’'m

\ 4
\ 4
|Z'8|6'0|9'Z| V'O|l
\ 4
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Machine Translation
with Attention

si = f (Sj—1, ,Ci)

C = h1a1 ~+ hzaz + h333

a = softmax(r) weighted sum
r = [r,1;,13]

Attention changes with each word being
generated during decoding. Each subsequent
word pays attention to different parts of the input.

1y = FN (hy,Sj-1)

Ty = FN (iZ'Sj—l)

|0.4|2.5|0.9|8.2| |5.4|-5. |6A9|8.2|

A 4
A 4
\ 4

—
—>
—>
—>

Leefeofeef ]

I’'m
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Better performance on long sentences

30
>
[ -
o
O
w
-
E . : : _
m 10H — RNNsearch-50 f-.....-.. e RN S - ,.5.;?;-..,,. .......... SRR —

''''' RNNsearch-30 | : s ‘ i \';";‘_'-
5H = - RNNenc-50 ' ' L
- RNNenc-30 ﬁ
0 1 ] | 1 |
0 10 20 30 40 50 60

Sentence length

Bahdanau et al. (2016), “Neural Machine Translation by Jointly Learning to Align and Translate”
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Bahdanau et al. (2016), “Neural Machine Translation by Jointly Learning to Align and Translate”
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Neural QA model

f, "
AN l\.)\

Beyonce’s debut

Question Passage
Chen et al. 2017

2t AR
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The entire query is Dstare (1) < exp(p;Wsq)
represented as a single

weighted vector Pena (i) < exp(p;W.q)

q-align; =X a;;q;

(@) f @) |
Y X exp(f(o)Tf(g;)

Each passage token
@ 92 95 94 95 e attends over all P P2

question tokens

Where did the Talking Heads originate? Talking Heads were an American rock band ...

CSCI 5541 NLP




Evaluation methods on
generated text
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Types of evaluation methods in NLG

&

Ref: They walked to thgscery store . %{é 0

Gen: The woman went to the hardware store . @
Content Model-based

overlap metrics metrics

CSCI 5541 NLP
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Content overlap metrics

Ref: They walked to Neew store.\\

Gen: The woman went to the hardware store .

J Compute a score that indicates the similarity between generated and gold-standard
(human-written) text

J Fast, efficient and widely used

] Two broad categories:
O N-gram overlap metrics (e.g., BLEU, ROUGE, METEOR)
O Semantic overlap metrics (e.g., PYRAMID, SPICE)
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N-gram overlap metrics

Word overlap—based metrics (BLEU, ROUGE, METEOR, CIDEr, etc.)
A They're not ideal for machine translation

A They get progressively much worse for tasks that are more open-ended
than machine translation
o Worse for summarization, as longer output texts are harder to measure
o Much worse for dialogue, which is more open-ended than summarization

o Much, much worse for story generation, which is also open-ended, but whose
sequence length can make it seem you're getting decent scores!
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Bilingual Evaluation Understudy (BLEU)

A N-gram overlap between generated text and reference text

d Compute prevision for n-grams of size 1to 4

1 Add brevity penalty (for too short translations)

A Typically computed over the entire corpus, not single sentences

1

BLEU _ min ( 1 output-length )( H precision’.)4
i=1

) reference-length

CSCI 5541 NLP




Bilingual Evaluation Understudy (BLEU)

BLEU (papineni et ai. 2002): What fraction of {1-4}-grams in the
system translation appear in the reference translations?

Number of ngrams in system and reference translations

n

Number of ngrams in system translation

N
L He=r BLEU = LN
BP = = BP exXp 08 Pn
el="/¢ ifc<r N
/ n=1
¢ = length of hypothesis translation brevity penalty

r = length of closest reference translation
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Hypothesis/system translation Reference translation

Appeared calm when he was taken to the American plane, Orejuela appeared calm as he was led to the American
which will to Miami, Florida. plane which will take him to Miami, Florida.
Orejuela appeared calm while being escorted to the plane
Appeared plane that would take him to Miami, Florida.
calm ,
when Wh'_Ch Orejuela appeared calm as he was being led to the
he will American plane that was to carry him to Miami in Florida.
was to
taken Miami Orejuela seemed quite calm as he was being led to the
to , American plane that would take him to Miami in Florida.
the Florida
American

Ngrams appearing >1 time in the hypothesis can match up to the max
. . number of times they appear in a single reference e.g., two commas in
P = 1—8 = 0.833 hypothesis but one max in any single reference.
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Hypothesis/system translation

Reference translation

Appeared calm when he was taken to the American plane,
which will to Miami, Florida.

Orejuela appeared calm as he was led to the American
plane which will take him to Miami, Florida.

CSCI 5541 NLP

Appeared calm plane ,
calm when . which
when he which will
he was will to
was taken to Miami
taken to Miami ,
to the , Florida
the American Florida .

American plane

10
P, = - =0.588

Orejuela appeared calm while being escorted to the plane
that would take him to Miami, Florida.

Orejuela appeared calm as he was being led to the
American plane that was to carry him to Miami in Florida.

Orejuela seemed quite calm as he was being led to the
American plane that would take him to Miami in Florida.




Recall Oriented Understudy for Gisting Evaluation (ROUGE)

A Overlap between generated text and reference text in terms of recall.
1 Three types:

o Rouge-N: the most prevalent form that detects n-gram overlap;
o Rouge-L: identifies the Longest Common Subsequence
o Rouge-S: concentrates on skip grams.

number of n-grams found in model and reference

number of n-grams in reference The main difference between rouge
and bleu is that bleu score is

precision-focused whereas rouge
score focuses on recall.
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BLEU and ROUGE Examples

nltk.translate.bleu score sentence bleu
reference = [|[ , , , 1]
candidate =

> ] b
score = sentence bleu(reference, candidate)

(score)

rouge

reference

candidate =

rouge = Rouge()

scores = rouge.get scores(candidate, reference)[’]

| ]

[ ]

(scores)

https://arize.com/blog-course/generative-ai-metrics-bleu-score/
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https://arize.com/blog-course/generative-ai-metrics-bleu-score/

A simple failure case of BLEU

n-gram overlap metrics have no concept of semantic relatedness!

Are you enjoying your Homework
#2 on ngram LM?
[

[ Heck Yes! L

- 0
. m

BLEU =0.61 vest |
1
BLEU = 0.25 You know it | N
False Negative BLEU =0.0 - Yup. A "
False Positive BLEU = 0.67 ek no! |

CSCI 5541 NLP
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Semantic overlap metrics

Summation Pyramid

1 -most important word

2 - next most important words

3 = next mest impartarmt weeds

¥ Y
ALY "=
i o ~ P—— e labie® 5vlhg-m
4 - next mast impartant words O WOTN are SEING o 3 whie lable
“bw0 women St at a table in a small siore” Oh.'.-r-u
"aus women ol acsoes each cher ot & fabls sl Barde
/ 5 — next most impartant words s "")(‘ e psoan pdoce dong g b e Ower

itor—eOphotgragh

Do women wig 1 & srradl sicre e Duseress”
6 - next most important words e woman are MING o » lable”

PYRAMID SPICE

(Nenkova et al., 2017) (Anderson et al., 2016)

Incorporates human content selection

. . : Semantic propositional image
variation in summarization evaluation.

caption evaluation is an image

|dentifies Summarization Content Units captioning metric that initially parses
(SCU)s to compare information content in the reference text to derive an
summaries. abstract scene graph representation.
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SPIDER

(Liu et al., 2017)

A combination of semantic graph
similarity (SPICE) and n-gram
similarity measure (CIDER), the
SPICE metric yields a more
complete quality evaluation metric.
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Types of evaluation methods in NLG

&

Ref: They walked to theqacery store . % 0

Gen: The woman went to the hardware store . Q
Content Model-based

overlap metrics metrics
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Model-based metrics &

QOO

1 Use learned representations of words and sentences to compute
semantic similarity between generated and reference texts

d No more n-gram bottleneck because text units are represented as
embeddings

d Even though embeddings are pretrained, distance metrics used to
measure the similarity can be fixed

CSCI 5541 NLP




Model-based metrics: Word distance functions

n n n -
e e Vector Similarity Word Mover’s Distance
~ 8 Embedding based similarity for semantic .
A @ / distance between text. document | green  document? EﬂeiivssgﬁiwoesdéStaennccees
- 0  Embedding Average (Liu et al., 2016) Oveme | | o’ M g

£ " O  Vector Extrema (Liu et al., 2016) " President’ P pusere (e.g. sentences, paragraphs,

X Q  MEANT (Lo, 2017) s Chicags e | etc), using word embedding

. QO YISI(Lo, 2019) » S media similarity matching. (Kusner

’ | ecls | G | Chieage | otal, 2015; Zhao et al.,

2019)

word2vec embedding

the0-597 0.428 0.408 1.27

weather {0.462 0.393 fo.51500.326 | | 7.94

Reference x —
The weather is

BERTScore cold today

R _(0.713x127)+(0.515x7 94)+...
— RBERr = "1777794+1.82+7.90+8.88

is {0EE LN 0.441 0.441| | 182

cold 10.479 0.454 [ORETY 0.343 7.90
Uses pre-trained contextual o 1oy 0ser oor [ | 5 =0.753
embeddings from BERT and Candidate 7 ~ —> 'L
. . It is freezing today T O B idf
matches words in candidate and & S SEiE
reference sentences by cosine
S I Contextual Pairwise Maximum Importance Weighting
similarity. (Zhang et.al. 2020) Embedding Cosise Similarity
Similarity
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Model-based metrics: Beyond word matching

Sentence Movers Similarity A B

They have

Based on Word Movers Distance to

evaluate text in a continuous space using S?AJ‘?&

sentence embeddings from recurrent - - =
neural network representations. (Clark B: | The children eat lunch and play in the park.
et.al., 2019) : —

BLEURT No Pretrain. BLEURT w. Pretrain

BLEURT

A regression model based on BERT
returns a score that indicates to

Kendall Tau w. Human Ralings

what extent the candidate text is Task Type Pre-training Signals Loss Type
grammatical and conveys the gclilliJ%E ( TBLEU ) §egress!on
i TROUGE — |TROUGE-P; TROUGE-R ; TROUGE-F €gression
meaning of the reference text. 3 T T y r BERTscore TBERTscore = ( TBERTscore-P; TBERTscore-R; TBERTscoreF)  Regression
(Se”am et'al' 2020) = Test —SEI_SKQW g Backtrans. likelihood Ten-fr,z| 2+ Tenfr,2|zs Ten-de,z|2s Ten-de, 2|z RCgTCSSiOD
Entailment Tentail = (ﬁimaila TContradicts TNculml) Multiclass

Backtrans. fl ckiran.flag Multicl
+-BERTscore  train sk. 0 train sk. 1.0 ——trair ac 5. 748 Thacktran-fia urlicrass

-~ BLEVU train sk. 0.5-—1train sk. 1.5

Table 1: Our pre-training signals.
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torch
bert_score

ref text
gen_text

P, R, F1 = score([gen_text], [ref text], lang= , model type=
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Automatic metrics in general don't really work

CSCI 5541 NLP
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Figure 1:

Scatter plots showing the correlation between metrics and human judgements on the Twitter
corpus (a) and Ubuntu Dialogue Corpus (b). The plots represent BLEU-2 (left), embedding average (center),

Human Score

(b) Ubuntu

T

1

' Hu‘r-nanl Score (Groub 1) ‘

and correlation between two randomly selected halves of human respondents (right).

(Liu et.al., 2016)
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What if there is no
reference text?
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Types of evaluation methods in NLG

&

Ref: They walked to theqacery store . % 0

Gen: The woman went to the hardware store . Q
Content Model-based

overlap metrics metrics
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Human Evaluations .
>
A Automatic metrics fall short of matching human decisions ﬁ %

A Human evaluation is most important form of evaluation for text generation
systems
o >75% generation papers at ACL 2019 included human evaluations

4 Gold standard in developing new automatic metrics
o New automated metrics must correlate well with human evaluations!
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Human Evaluations

A Ask humans to evaluate the quality of generated text

A Overall or along some specific dimension:

o fluency
o coherence / consistency
, Note: Don't compare human
o factuality and correctness evaluation scores across
o COommonsense differgntly conc_iucted studies
. Even if they claim to evaluate
o style/formality the same dimensions!
o grammaticality
o typicality
o redundancy

CSCI 5541 NLP




Human evaluation: Issues

 Human judgments are regarded as the
A Of course, we know that human eval is slow and expensive

1 Conducting human evaluation effectively is very difficult

o Humansare areinconsistent
can be illogical
lose concentration
misinterpret your question
can’t always explain why they feel the way they do
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Learning from human reference

@ Model

@ Reference Reference

{  Cleared coach facing another
[scoree, . ) = ("M + £ NE - a) /3 | €5 / e grilling from British swim bosses
mnh xt hidden \er ’ v -
: cEn .- ¥ - Agassi withdraws from Australian open
r f' O 4 1 .‘ - o "
: o g gl 3 “n Model Generations
- -
t.m,,.,»g}. g @»@——@» 4 & 2yl e e
hidden state s °] Agassu bows out of Auslraluan open
@ Q‘@ c® & g O« )
Wel "’f - Wei We2 - We W2 - Wie s L - Sl T 2 \< Sharon has stroke for stroke >
(.omm C Tru( rESponse, r Model response, 7 x . :

Model Probability (p,,.)
ADEM

HUSE
A Iea.rned metric from humaqjudgments Human Unified with Statistical Evaluation (HUSE),
for dialog system evaluation in a chatbot

. determines the similarity of the output
setting. (Lowe et.al., 2017) distribution and a human reference distribution.
(Hashimoto et.al. 2019)
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© Collect human feedback © Train reward model © Train policy with PPO

A Reddit poat iz One post with A new post iz

sampled from — two summaries _—s —_— sampled from the

the Reddit —— judged by a S — datazet.

TL:DR dataset. e human are fed = — —
— to the reward — —
— model. — _—A — =

&.
<
&

are used 1o model joRy Q% summary for the
sample a set of calculates a l\]p%" QL O
summanes. reward r for OO

each summary. : o ﬂ

poat.

)
The policy
Various policies The reward generates a @
T
r-

Two summaries

\’
\’

are selectad for r -
evaluation. o — j K
— | L J
L The lozs is I The '9‘”3": it e
A lnman judges ﬁgmxms v , a reward for the Q J;;
which iz a better \ , P
and human labsl, | _ v summary. 0 O
‘ , 0ss = log(ofr,- r,
sun{nay of the and ie used to g(O( J x))
pos update the
reward model. T The reward iz J
\L uzad to update
the policy via r
% is berter than k* “ is better than k™ PPO.

[2009.01325] Learning to summarize from human feedback
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{ss# struction; {Lnstruetion) ] Seb Instiuction: {instructio) Evaluators CoBBLEF

### Response:
P ### System Star: {X.} A A

ey

#i# System Square: {X,} 'd N\ '4 \

‘ ##t Which one is better> X, or X, . 1.A 1.B
. iy 5 < ‘ @ m ® @ . Order 2“.B lg.A
— X . Ag B :
@ .......................... L cmmn ,9\,9\ gé _
—: Xpo VS| Yoo | : ® ® & ® N : L ; g
5 : 2 o : : : salience [*wr|>[s| if &
e ) | xg |vs[ Xe | - = = 6 s i §
I ) S : ) : : : 7
) = Egocentric =

Models
A
H-©9436
g
#
®
©
o
Yo |,

— x ) .
i = . ) ) : &
: : ~
> t “
: . : : Bandwagon —-’;‘V’:: ) 5
e & B EN o @ o3 B o &
5 ; T o et i cononod B, ; ; Attentional A ¢
9 i @ Pairwise Preferences

Responses

Benchmarking Cognitive Biases in Large Language Models as Evaluators arxiv.org/abs/2309.17012
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https://t.co/z409SwR5rH

Bias Bias Behavior Example
ORDER BIAS The tendency to give preference to an option based on System Star: r System Square: y
their order (e.g. first, second, or last). System Square: y System Star: x
COMPASSION The tendency to observe different behaviors when given Model Alpaca: x Model Vicuna: y
FADE recognizable names as opposed to anonymized aliases. @ Model Vicuna: y Model Alpaca:
EGOCENTRIC The inclination to prioritize one’s own responses regard- Model Star (You): z
BIAS less of response quality. Model Square: y
SALIENCE The tendency to prefer responses based on the length of System Star: The quick brown fox jumps
BI1AS the response (i.e., more often preferring longer responses  over the lazy dog.
over shorter ones). System Square: The fox jumped.
BANDWAGON The tendency to prefer majority belief without critical 85% believe that System Star is better.
EFFECT evaluation.
ATTENTIONAL  The inclination to give more attention to irrelevant or System Square likes to eat oranges and ap-
B1As unimportant details. ples

Table 1: We display the characteristic format for each bias and bold answers that indicate behavior influenced by
the bias. For example, in COMPASSION FADE (recognizable names) Model Alpaca and Model Vicuna are
associated with System Star and System Square respectively, in which the preferred response (bolded) is
inconsistent with the preferred response from ORDER (anonymized names).
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Benchmarking Cognitive Biases in Large
Language Models as Evaluators

1.0
) e : A A B gpt4
Attentional /0. 0.46)\ Compassion 0.9 ” n B chatgpt
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Benchmarking Cognitive Biases in Large Language Models as Evaluators arxiv.org/abs/2309.17012
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Evaluation: Takeaways

 Content overlap metrics provide a good starting point for evaluating the
quality of generated text. You will need to use one but they're not good
enough on their own.

1 Model-based metrics can be more correlated with human judgment, but
behavior is not interpretable

 Human judgments are critical
o Only thing that can directly evaluate factuality, but humans are inconsistent!

4 In many cases, the best judge of output quality is YOU!

o Look at your model generations. Don't just rely on numbers!
o Don't cherry pick! Publicly release large samples of the output of systems that you create!
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Conclusion

4 Interacting with natural language generation systems quickly shows their
limitations

 Even in tasks with more progress, there are still many improvements
ahead

4 Evaluation remains a huge challenge.
o We need better ways of automatically evaluating performance of NLG systems

1 One of the most exciting and fun areas of NLP to work in!
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Questions?
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