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Outline

❑ Introduction and Sociotechnical Perspective
❑ Calibration and Fairness
❑ Debiasing techniques in NLP systems
❑ Explainability and Transparency
❑ Interpretability and Adversarial Attacks
❑ Privacy
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Are Emily and Greg More Employable than Lakisha and Jamal? 
[Bertrand & Mullainathan ‘03]
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Trade-Off: Privacy and Surveillance 
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Trade-Off: Privacy and Surveillance 
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Biased Decisions

Ads targeted (using ML) based on 
predicted features of users... 

Some users don’t get the 
“opportunity” of the ad...
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Manipulation of Behavior
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Automation and Employment
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Automation and Employment
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Decisions by Proxy
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Existential Risk
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Existential Risk
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You will be a decision-maker in 
these ethical concerns
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ML perpetuates stereotypes...



CSCI 5541 NLP 17

ML perpetuates stereotypes... (Nov 16, 2023)
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https://www.vox.com/2015/9/18/9348821/photography-race-bias
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These biases show up in ML...
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And, it’s not just about diversity or 
coverage in the data we collect...

Must ensure all development decisions 
reflect values we want the model to exhibit

Sociotechnical Perspective
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Speech Recognition and African American 
Vernacular English (AAVE)

❑ Personal assistants are becoming ubiquitous 
and often useful

❑ Study showed recognition accuracy much 
lower for black people

❑ For whom should we optimize performance?
o How do we prioritize?
o Is AAVE more or less important than accents of 

Hispanics or people from the South?
o Who decides?
o How do we achieve the desired performance?
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Autonomous Cars and the Trolley Problem

❑ Autonomous vehicles could save lives
o 1.25 million traffic fatalities globally in 2013

❑ Who makes life-or-death decisions for 
autonomous cars? How?
o Go faster in a windy deserted road at a higher 

risk to self
o Merge faster in a highway at higher risk to 

others
o Hit a pedestrian or swerve down a cliff
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Image Captioning and Gender

❑ Captioning can give blind and low-vision people access 
to information
o But, models cannot predict gender identity. And, model’s 

gender prediction is biased by assumptions of labelers
❑ However, sighted individuals make assumptions and 

inferences. Not including gender prediction could limit 
access to information needs and perspectives of 
different individuals may be in conflict
o But, models cannot predict gender identity
o How do you make this tradeoff?
o Who should make this decision?
o How should the user receive this information?

ClipCap (Mokady, Hertz, Bermano 2021)
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Machine Translation and Gender

❑ Translations can perpetuate 
stereotypes. Even with infinite and 
representative data, this issue will not 
be resolved

❑ Really complex user experience, since 
user may not even know about 
gendered languages

❑ How do we resolve this conflict with a 
simple user experience?

If >50% of doctors are male in 
the dataset, all instances of 
“doctor” translated to male form



CSCI 5541 NLP 26

Large-language models are incredibly powerful

❑ Impressive results on a wide range of tasks
o Space is dominated by large companies

OpenAI/Microsoft, Google, Meta..
o Should others have access?

❑ Break the dominance of large companies
❑ Enable significant research on LLMs and on AI 

safety
❑ Should we have released the model?
❑ Who should have access to this technology? Who 

decides?
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Techniques for sociotechnical AI

❑ Calibration and Fairness
❑ Debiasing techniques in NLP systems
❑ Explainability and Transparency
❑ Interpretability
❑ Adversarial Attacks
❑ Privacy
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Calibration and Fairness
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Calibrated Predictions Intuition

❑ People make predictions all the time
o “Don’t worry... I’m 90% sure there will be croissants left.”
o But, are there croissants left 90% of the times I say this???

❑ Calibration: Whenever you say outcome z is true 80% of time, then p(z=1) = 
80%
o We want predictions to align with frequency of events!
o Good machine learning practices often lead to nearly calibrated classifiers (or after 

post processing)
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Calibration and Sufficiency

❑ Calibration by Groups Implies Sufficiency. Then, sufficiency is satisfied

❑ Learning Models that Satisfy Sufficiency = Learning Calibrated Classifiers
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❑ Can’t we just live without 
calibration? While deep learning 
achieves great performance, they 
are sometimes wrong. 

❑ But if they are always 99% 
confident, the consequences of 
being wrong could be critical and 
we must have less trust in these 
systems. 

❑ The failure to be not sure can limit 
the applications of DL in safety-
critical real-world systems.

On Calibration of Modern Neural Networks

https://arxiv.org/pdf/1706.04599.pdf
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Biases in NLP systems
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Word Embeddings Reflect Human Biases
Present in Data
❑ man is to computer programmer as woman is to x

[Bolukbasi et al. 2016]



CSCI 5541 NLP 34

Approach to Removing Bias in Word Embeddings

❑ Consider pairs of female-male gendered words
o Define gender axes she-he, woman-man, queen-king, ..
o Obtain orthonormal bases for “gendered subspace”

❑ Consider list of gender-neutral words
o Flight attendant, doctor, shoes,...

❑ Debias gender neutral words by removing projection into gendered 
subspace:

[Bolukbasi et al. 2016]
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Debiasing

[Bolukbasi et al. 2016]

“gender subspace”

Don’t change

Debias
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Bias is Very Prevalent in NLP Models

❑ Models typically trained on human-generated corpora
o Biased use of language
o Biased (and sometimes abusive) treatment of different groups

❑ Models will reflect these biases
❑ It is very challenging to remove these biases from data

o geometry of embeddings retains biases (Gonen & Goldberg 2019)
o Defining and removing complex, multidimensional stereotypes seems extremely difficult

❑ When working with NLP (and any other data) is important to:
o Examine data and models closely
o Discover sources of bias
o Understand and mitigate impact
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Explainability and
Transparency
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Train a Neural Network to Predict 
Wolf v. Husky
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Desired accuracy threshold is 99%
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Explanations for Neural Network Prediction

Spurious correlation
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Spurious Correlation in NLP Hayati et al., (EMNLP 2021)

https://arxiv.org/pdf/2109.02738.pdf
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Test Accuracy May Not Capture Critical Issues

❑ Bad data
❑ Biases
❑ Poor performance in critical cases
❑ ...

How can we debug a model?
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Interpretability in AI

Giving humans a mental model of the 
machine’s model behavior



CSCI 5541 NLP 45

Learning Interpretable Models
(c.f., Lethan & Rudin 2015)
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Accuracy vs Interpretability



CSCI 5541 NLP 47

Post-hoc Explanations

❑ Given a (huge, complex) model, provide human explanations for predictions
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Explanations Bridge Humans and Models
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Three must-haves for a good explanation
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Three must-haves for a good explanation
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Explanations Bridge Humans and Models

Faithful Interpretable
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Local Explanations vs. Global Explanations

Global explanation may 
be too complicated

Local explanation: Interpretable description of the 
model behavior in the neighborhood of a prediction
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Local Explanations vs. Global Explanations
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Incorporating human labels for model explanation

Hayati et al., (EACL 2023)

https://aclanthology.org/2023.eacl-main.208.pdf
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Incorporating eye movements for model 
explanation

de Langis and Kang, CoNLL 2023

Reading for Politeness vs control
will understand,
like,
nominate

Most important for 
politeness (during 
real-time reading)
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Summary

❑ Interpretable models are designed to be simple/easily understood by 
humans (e.g., decision trees) 
o But, often don’t achieve desired accuracy

❑ Post-hoc explanations seek to provide human understanding for the 
predictions of a model
o Can be applied to state-of-the-art/highly complex models
o But, are, by definition, a simplification of the model’s behavior and can be highly 

misleading
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Model-Agnostic Explanations
Ignore any internal structure

Global decision may be very complicated

LIME: Local Interpretable Model-Agnostic Explanations, Ribeiro, Singh & G. KDD 16
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Model-Agnostic Explanations

Locally, decision looks simpler...

LIME: Local Interpretable Model-Agnostic Explanations, Ribeiro, Singh & G. KDD 16
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Model-Agnostic Explanations

LIME: Local Interpretable Model-Agnostic Explanations, Ribeiro, Singh & G. KDD 16

Very locally, decision looks linear
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Model-Agnostic Explanations

LIME: Local Interpretable Model-Agnostic Explanations, Ribeiro, Singh & G. KDD 16

Very locally, decision looks linear

LIME: Learn locally sparse linear 
model around each prediction
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LIME: Sparse Linear Explanations

❑ 1. Sample points around xi
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LIME: Sparse Linear Explanations

❑ 1. Sample points around xi
❑ 2. Use complex model to predict labels for each sample
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LIME: Sparse Linear Explanations

❑ 1. Sample points around xi
❑ 2. Use complex model to predict labels for each sample
❑ 3. Weigh samples according to distance to xi
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LIME: Sparse Linear Explanations

❑ 1. Sample points around xi
❑ 2. Use complex model to predict labels for each sample
❑ 3. Weigh samples according to distance to xi
❑ 4. Learn new simple model on weighted samples
❑ 5. Use simple model to explain
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LIME applied to 20 newsgroups

Atheism

Christian

https://github.com/dtak/rrr/blob/master/experiments/20%20Newsgroups.ipynb

https://github.com/dtak/rrr/blob/master/experiments/20%20Newsgroups.ipynb
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Achieving target metric may not be enough
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Fixing bad classifiers
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Summary of LIME

❑ Model-agnostic, local explanations
❑ Identifies relevant features for each prediction

o Representation for explanation model need not be the same asfor complex models
❑ Limitations

o Assumes existence of sampling function
o Can be unstable
o Explanations simplify model behavior
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Adversarial Attacks
Find closest input with different prediction

How does changing the input impact the predictions?
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Privacy
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Netflix Prize Linkage Attack

❑ Netflix broke trust with users
❑ Didn’t consent to be part of Netflix prize data?

Anonymized User IDs
Movie Ratings:

XX 4.2/5

YY 2.1/5

XX 4.2/5

YY 2.1/5

User Names
Movie Ratings:

Match 99% of users 
with 6 or more ratings
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Generative Model Inversion Attack
[Zhang et al 2020]
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Randomized Response [Warner 1965]

❑ Add noise to each data point, e.g., estimate average salary
❑ Very simple procedure, and you don’t need to trust anyone

https://www.cis.upenn.edu/~aaroth/Papers/privacybook.pdf)

The randomized response mechanism is 
a privacy-preserving technique that 
involves asking individuals to respond to 
a question in a way that protects their 
privacy while still allowing their 
responses to be collected and analyzed.
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Differential Privacy

❑ Provide provable privacy-preserving guarantees
❑ Develop efficient methods to add noise and learn from data

[Dwork et al. 2006; Dwork and Roth 2014]

In a differentially private system, the 
output of a function doesn’t vary whether a 
record is present or absent from the 
queried system.
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Differential Privacy
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Use case (1)
The U.S. Census Bureau uses differential privacy to 
protect the privacy of individuals while still allowing for 
the release of aggregate statistics about the 
population.

Creating differentially private data for the 2020 
Census redistricting files. (Source: US Census 
Bureau as reproduced on Differential Privacy and 
the 2020 US Census by Simson Garfinkel)

https://www.census.gov/programs-surveys/decennial-census/decade/2020/planning-management/process/disclosure-avoidance.html
https://mit-serc.pubpub.org/pub/differential-privacy-2020-us-census
https://mit-serc.pubpub.org/pub/differential-privacy-2020-us-census
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Use case (2):
Differentially-private synthetic data
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Use case (3)
Learning popular emojis with privacy
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LLM and Fairness

Generate dataset

Modify text

Whose perspective?

🦙🦙

Search, answer questions Lahoti et al., 2023

Hayati et al., 2023
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Guardrails

❑ RLHF has success minimizing harmful outputs

Ji et al., NeurIPS 2024

https://proceedings.neurips.cc/paper_files/paper/2023/file/4dbb61cb68671edc4ca3712d70083b9f-Paper-Datasets_and_Benchmarks.pdf
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Guardrails

❑ RLHF has success minimizing harmful outputs
❑ How can we explicitly ensure that responses fulfill ALL requirements:

o Aligned with user intent
o Safe
o Desired tone/behavior
o …

Ji et al., NeurIPS 2024

https://proceedings.neurips.cc/paper_files/paper/2023/file/4dbb61cb68671edc4ca3712d70083b9f-Paper-Datasets_and_Benchmarks.pdf
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Multi-Reward RLHF

de Langis et al, 2024

❑ We can combine multiple desiderata into the RLHF pipeline

https://arxiv.org/pdf/2402.14146.pdf
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Summary

❑ As we develop NLP systems, it’s important to consider ethics at every 
stage of the process
o Human subjects
o Social bias and stereotypes
o Misinformation
o Privacy

❑ Many methods and tools can help → interpretable NLP
❑ Ultimately, we must manage the utility-privacy tradeoff

o The noise added can reduce the utility of the data, making it less accurate or useful 
for certain types of analysis.
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Other Topics not covered in the class

❑ Federated Learning
❑ Personalization vs. Privacy
❑ Safety and trustworthiness in large language models
❑ Green NLP
❑ ..
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Concluding Remarks

❑ Ethics in NLP
o Who 

uses the model?
contributes to the model?

o For what?
o How? → data collection, model training
o Why? →why do we need such model?
o When? →what context, when is it relevant?

❑ To make NLP more inclusive and fair, we need to involve researchers, 
labelers, users
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