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Era of Large Language Models (LLMs)
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◎ The advent of LLMs has reshaped the landscape of AI research, 
challenging traditional boundaries and raising concerns about 
copyright, unemployment, and ethical issues. 

◎ Understanding and harnessing the capabilities and risks of 
LLMs for the benefit of human, society, and experts. 

◎ Building more human-centric AI systems learning from human 
cognition, societal values, and expert skills

Human-centered NLP
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Human-centric NLP
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Societal AlignmentExpert-level AI Cognitive Scaffolding
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Pushing toward the expert-level AI
◎ Understand experts’ writing and thinking 

process at workplaces
◎ Develop and design interactive systems to 

facilitate collaboration between human experts  
(e.g., scientists, lawyers) and AI tools. 

◎ Create complex, compositional, and domain-
specific expert-level benchmarks 

Societal AlignmentExpert-level AI Cognitive Scaffolding
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Forecasting the future of artificial intelligence with machine learning-based link prediction in an exponentially growing knowledge network, 2023

Societal AlignmentExpert-level AI Cognitive Scaffolding
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Reading

Reviewing

Proofreading

Writing Consistency 
checking

Claim 
verification

Auto-
suggestion

Automatic 
judgement

Mathematical 
derivation

Close reading
Iterative Text 

Revision

Skimming

Human-AI collaborative 
writing/revision

Improving scientific research with interactive NLP systems

Societal AlignmentExpert-level AI Cognitive Scaffolding
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Reading

Proofreading

Close reading

Skimming

HEDDEx (SDP@EMNLP’20); TaDDEx (under review)

ScholarPhi (CHI’21); Semantic Reader (ACMC’23)

Improving scientific reading with interactive NLP systems

Societal AlignmentExpert-level AI Cognitive Scaffolding

o Augmented PDF reader with interactive interfaces
o Provide in-context definitions of terms & symbols.



[Head et al., CHI 2021 arxiv.org/abs/2009.14237]
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Societal AlignmentExpert-level AI Cognitive Scaffolding

Coordination Resolution in Definition Extraction

[Kang et al., SDP 2020 arxiv./2010.05129; Martin et al., arxiv/2305.14660]
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Societal AlignmentExpert-level AI Cognitive Scaffolding

Coordination Resolution in Definition Extraction

Top-left corner of the 
predicted projected box

[Kang et al., SDP 2020 arxiv./2010.05129; Martin et al., arxiv/2305.14660]
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Societal AlignmentExpert-level AI Cognitive Scaffolding

Coordination Resolution in Definition Extraction

Bottom-left corner of the 
predicted projected box

[Kang et al., SDP 2020 arxiv./2010.05129; Martin et al., arxiv/2305.14660]
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SciTok: A Short-form Paper “Watching” for Easy Science

Societal AlignmentExpert-level AI Cognitive Scaffolding [In progress]
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Writing Consistency 
checkingAuto-

suggestion

Mathematical 
derivation

Iterative Text 
Revision

Human-AI 
collaborative 

writing/revision

CoEdit (EMNLP Findings 23)

Consistency and coherence checker

Improving scientific writing with interactive NLP systems

Societal AlignmentExpert-level AI Cognitive Scaffolding

o Collaborative text editing via Instruction Tuning (CoEdit)
o Checking consistency and coherence of your writing
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2

Translation

● Reviewing

● Editing

Language Production

1

Planning
● Goal setting 
● Idea generation
● Organization

3

Revision

Flower, Linda, and Hayes, John R.. “A Cognitive Process Theory of Writing.” College Composition and Communication, 1981

Writing in theory

Societal AlignmentExpert-level AI Cognitive Scaffolding
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prewriting
generating ideas, 
understanding the ideas of 
others, collecting 
information: note-taking, 
freewriting, brainstorming, 
looping

planning
organising and focusing ideas: 
mind mapping, clustering, 
listing, outline

drafting
writing initial drafts of a 
text focusing mainly on the 
development, organisation, 
and elaboration of ideas

reflection
letting work sit, coming 
back to it at a later point

peer review
feedback from others

editing 
further developing and 
clarifying ideas, the 
structure of the text

additional 
research or idea 
generation

proofreading 
focusing attention on 
the surface-level 
features of the text 

Writing in practice

Societal AlignmentExpert-level AI Cognitive Scaffolding
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Learning from iterative human writing

Clarity

Fluency
Coherence

Meaning-
changed

Style

Trajectory of edit intentions in 
Iterative Writing (ACL’22; EMNLP’22)

Societal AlignmentExpert-level AI Cognitive Scaffolding [Du et al., ACL 2022 arxiv/2203.03802]



20

Can models learn when to stop iterating?

Societal AlignmentExpert-level AI Cognitive Scaffolding [Du et al., ACL 2022 arxiv/2203.03802]
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prewriting
generating ideas, 
understanding the ideas of 
others, collecting 
information: note-taking, 
freewriting, brainstorming, 
looping

planning
organising and focusing ideas: 
mind mapping, clustering, 
listing, outline

drafting
writing initial drafts of a 
text focusing mainly on the 
development, organisation, 
and elaboration of ideas

reflection
letting work sit, coming 
back to it at a later point

peer review
feedback from others

editing 
further developing and 
clarifying ideas, the 
structure of the text

additional 
research or idea 
generation

proofreading 
focusing attention on 
the surface-level 
features of the text 

Writing in practice

Societal AlignmentExpert-level AI Cognitive Scaffolding
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The western coast 
experienced a mix of sun 
and clouds throughout 
the day. There were a few 
passing showers earlier in 
the afternoon, but they 
quickly dissipated.

The weather on the 
western coast today 
was a combination of 
sunshine and clouds. We 
had a few short showers 
in the afternoon, but 
however they didn't last 
long.

The western coast 
witnessed a blend of 
sun and clouds 
throughout the day. 
There were some 
transient showers that 
occurred earlier in the 
afternoon but dissipated 
promptly.

The western coast 
experienced sun, clouds, 
and passing showers in 
the afternoon.

Rewrite to make it easier 
to understand Make it more formal Shorten it

Text Revision 
Generator

Text Revision 
Generator

Text Revision 
Generator

[Raheja et al., EMNLP Findings 23 arxiv/2305.09857]

Conversational Text Editing via Instruction Tuning

Societal AlignmentExpert-level AI Cognitive Scaffolding
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Conversational Text Editing via Instruction Tuning

23

Generalize to composite & unseen tasks

Make text 
coherent

Neutralize 
text

Rewrite easier to 
understand

Dense task distribution

Paraphrase this

Make text readable and 
coherent

Make text 
more polite

Societal AlignmentExpert-level AI Cognitive Scaffolding [Raheja et al., EMNLP Findings 23 arxiv/2305.09857]
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Human-AI collaborative text revision

🏆 [Du&Kim et al., in2writing 2022 arxiv/2204.03685]Societal AlignmentExpert-level AI Cognitive Scaffolding
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prewriting
generating ideas, 
understanding the ideas of 
others, collecting 
information: note-taking, 
freewriting, brainstorming, 
looping

planning
organising and focusing ideas: 
mind mapping, clustering, 
listing, outline

drafting
writing initial drafts of a 
text focusing mainly on the 
development, organisation, 
and elaboration of ideas
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letting work sit, coming 
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editing 
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features of the text 

Writing in practice

Societal AlignmentExpert-level AI Cognitive Scaffolding



26

A Dataset of Writing Trajectory

Planning → Implementation

[Koo&Martin et al., in2writing 2023 arxiv/ 2304.00121]

→ Revision

Societal AlignmentExpert-level AI Cognitive Scaffolding

Capture all stages of the writing process in 
a short, prompt-given essay (< 30 min)

Transform it into information that can aid 
writing assistants to provide better feedback

Taxonomize and Annotate writing 
patterns in academic writing
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Intelligent Writing Assistant for Scientific Writers

Automatic 
readibility 
scoring

Consistency checker

Discourse-aware 
auto-suggestion

Societal AlignmentExpert-level AI Cognitive Scaffolding
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Pushing toward the expert-level AI
◎ Understand experts’ writing and thinking 

process at workplaces
◎ Develop and design interactive systems to 

facilitate collaboration between human experts  
(e.g., scientists, lawyers) and AI tools. 

◎ Create complex, compositional, and domain-
specific expert-level benchmarks 

Societal AlignmentExpert-level AI Cognitive Scaffolding



Agents 
with skills

Experts with 
expertise

ExpertBench
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Create ExpertBench by collecting skillsets of professions from domain experts

Societal AlignmentExpert-level AI Cognitive Scaffolding

(1) Collecting complex, 
chained tasks by multi-

agent collaboration with 
minimal expert 

intervention (bottom-up)

(2) Collecting 
professional knowledge 
and skills from human 
experts (top-down)

Legal experts need 
[search], [summarization], 
[knowledge synthesis], 
[negotiation] skills

Teachers need 
[communication], 
[presentation], 
[teaching] skills

Researchers need 
[critical thinking], [re-
search], [contrast], 
[creative thinking] skills



◎ Modeling each process of human writing (iterative editing, planning, 
augmentation) is extremely challenging.

◎ Human-AI collaborative writing improves the control of interaction, 
revision quality, and evaluation to either party. 

◎ Any intelligent interface runs the risk of creating a false sense of clarity. 
○ Thought-terminating (Thi Nguyen (2021)) by AI suggestions is detrimental to science.

◎ Collect high-quality expert benchmarks and develop carefully designed 
interfaces for supporting thinking and writing processes by (knowledge-
based) domain experts
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Takeaways

Societal AlignmentExpert-level AI Cognitive Scaffolding



Human-centric NLP
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Societal AlignmentExpert-level AI Cognitive Scaffolding
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Cognitively Scaffolding LLMs
◎ Collect different types of human cognition 

signals and develop cognitively-inspired AI 
models 

◎ Support thinking process in advanced 
writing tasks (persuasive framing) and 
improve thematic coherence and 
controllability in long-form compositional 
writing tasks (storytelling)

Societal AlignmentExpert-level AI Cognitive Scaffolding
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Scaffold LLM with human cognition for better human alignment

Societal AlignmentExpert-level AI Cognitive Scaffolding



34

Eye-tracking
EyeSalience (CoNLL’23, WNU’23)

Human Preference
Prefer-to-Classify (ICML’23)

Scaffold LLM with human cognition for better human alignment

Annotated Explanations
HummingBird (EACL’23, EMNLP’21)

Societal AlignmentExpert-level AI Cognitive Scaffolding

Simulation among agents
(R2FM@ICLR24)

Discourse structures
(under review)



I will   understand if you decline, but would very much 
like you to accept. May I nominate you?
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Interpretable AI System Does BERT Learn as Humans Perceive? 

I 
if
very much

you

will 
you

PoliteUnderstand

like

May
nominate

you

accept

Learning human cognition from annotated lexical explanations

Societal AlignmentExpert-level AI Cognitive Scaffolding [Hayati et al., EMNLP’21 arxiv/2109.02738; Hayati et al., EACL’23 arxiv/2210.07469]
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Reader Engagement in Fiction LiteracyEye-tracking for Textual Saliency

Learning human cognition from eye movement

Societal AlignmentExpert-level AI Cognitive Scaffolding [de Langis et al., CoNLL’23 arxiv/2212.09873v1; Neis et al., WNU @ACL23]
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A: I got 3 veggies and 
a side of fries for over 
a 11 dollars if you like 

homecooked food

Subjective B is preferably more positive than A. (A < B)

Negative

Neutral

B: She listened to my ideas, 
asked questions to get a better 
idea about my style, and was 

excellent at offering advice as if 
I were a total pleb.

Extractive A is preferably more positive than B. (A > B)

Positive

Crowd 
Workers

Annotation 
Records

Generative B is preferably more positive than A. (A < B)
LLMs

Learning human cognition from preference feedback

Societal AlignmentExpert-level AI Cognitive Scaffolding [Kim et al., ICML 23 arxiv/2306.04925]
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SocialSyms: Multi-agent Simulation Platform for Social 
Reasoning and Collaborative Tasks

Learning human cognition from simulated interaction among agents

agent 1: I am agent 1. Given 
that agent 2 is at x=7, y=3, 
agent 3 is at x=2, y=1, and 
agent 4 is at x=7, y=4, I will 
continue searching the 
upper-left region. So I will go 
UP.

referee: Agent 1 did not move 
and stayed at x=3, y=7 
because the destination was 
out of range.

agent 2: I am agent 2. Given 
that agent 1 is searching the 
upper-left region and staying 
at x=3, y=7, I will update my 
strategy. Since agent 3 is 
searching the upper-right 
region and staying at x=2, 
y=1, and agent 4 is searching 
the lower-right

Societal AlignmentExpert-level AI Cognitive Scaffolding [Yang et al., R2FM @ICLR 24]
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Learning human cognition from discourse structures of human writing

Societal AlignmentExpert-level AI Cognitive Scaffolding [Kim et al., under review arxiv/2402.12255]
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Eye-tracking
EyeSalience (CoNLL’23, WNU’23)

Human Preference
Prefer-to-Classify (ICML’23)

Scaffold LLM with human cognition for better human alignment

Annotated Explanations
HummingBird (EACL’23, EMNLP’21)

Societal AlignmentExpert-level AI Cognitive Scaffolding

Simulation among agents
(R2FM@ICLR24)

Discourse structures
(under review)
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Scaffold LLM with human cognition machine-generated data causes to produce biases and artifacts 

Societal AlignmentExpert-level AI Cognitive Scaffolding

Biases in LLM-
based evaluation
CoBBLeR (under review)

Tracking Artifactuality in 
AI ecosystem
Under Surface (under review)



42

Analyzing cognitive biases of LLM-based evaluation

Cobbler

Societal AlignmentExpert-level AI Cognitive Scaffolding [Koo et al., under review arxiv/2309.17012]
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Societal AlignmentExpert-level AI Cognitive Scaffolding

Analyzing cognitive biases of LLM-based evaluation

[Koo et al., under review arxiv/2309.17012]
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Under the Surface: Tracking the Artifactuality of LLM-Generated Data

Societal AlignmentExpert-level AI Cognitive Scaffolding [Das et al., under review arxiv/2401.14698]

Artificial data ecosystem in which LLMs are 
increasingly employed to create a variety of 
outputs. 
• As these forms of LLM-generated data are 

often intertwined in their application, they 
exert mutual influence on each other within 
interconnected use cases. 

• This interdependence raises significant 
concerns about the quality and diversity of the 
artificial data incorporated into training cycles. 
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Under the Surface: Tracking the Artifactuality of LLM-Generated Data

Societal AlignmentExpert-level AI Cognitive Scaffolding [Das et al., under review arxiv/2401.14698]
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Under the Surface: Tracking the Artifactuality of LLM-Generated Data

Societal AlignmentExpert-level AI Cognitive Scaffolding [Das et al., under review arxiv/2401.14698]



◎ High-quality human data is the key for cognitive scaffolding
○ Need to collect more diverse, dense, and fine-grained data

◎ RLHF is effective but easy to overfit hard to control, and often unstable 
for training
○ Different techniques are actively studied: e.g., non-RL based (e.g., DPO), Weight 

interpolation, contrastive instruction tuning
◎ Soon, 90% online content will be generated by AI

○ Genuine human patterns (discourse structure, eye movement) will be key features 
to distinguish AI-generated and human-authored texts

◎ Synthetic data is helpful but contains artifacts and biases

47

Takeaways

Societal AlignmentExpert-level AI Cognitive Scaffolding



Human-centric NLP
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Societal AlignmentExpert-level AI Cognitive Scaffolding
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Societal Alignment with Pluralistic People Values
◎ Develop inclusive NLP systems that align with 

diverse and subjective perspectives. 
◎ Pluralistic representation, involving 

interpersonal context and personas; 
◎ Pluralistic modeling, capturing fluidity of 

human values in model training; 
◎ Pluralistic evaluation at multiple levels for a 

socio-technical DEI benchmark. 

Societal AlignmentExpert-level AI Cognitive Scaffolding
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Societal AlignmentExpert-level AI Cognitive Scaffolding

Inter-annotator 
agreement

How likely do they 
disagree each other?

[Wan et al., AAAI23]

Extracting diverse 
opinions from LLM

[Hayati et al., under review]

FreedomSecurity

ConcisenessCorrectness

Consistency
Model-1

Aligning with pluralistic 
societal values

[de Langis et al., under review]

Individualized 
predictions

[Lowmanstone et al., NLPerspectives’23]
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Everyone’s voice matters: quantify the level of disagreements among annotators

“It’s okay to 
have 

abortion!”

23% 
disagree

able
Disagree

ment 
Predictor

Gender: Male, 
Age: 55-65, 
Education: Ph.D., 
Ethnicity: Caucasian, 
Politics: Right

86% 
disagree

able

Societal AlignmentExpert-level AI Cognitive Scaffolding [Wan et al., AAAI23 arxiv/ 2301.05036]
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Annotation Imputation: Treat annotators as individuals and individualize predictions

Societal AlignmentExpert-level AI Cognitive Scaffolding [Lowmanstone et al., NLPerspectives’23 arxiv/2305.15070]
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Extract diverse opinions from LLMs

Societal AlignmentExpert-level AI Cognitive Scaffolding [Hayati et al., under review arxiv2311.09799]
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Control multiple linguistic styles into LLMs using reinforcement learning (RL)

Societal AlignmentExpert-level AI Cognitive Scaffolding [de Langis et al., under review arxiv/2402.14146]
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Prompt: “Happy Birthday beautiful”

… We are here to celebrate your birthday and your life

… ! Thank you so much. I appreciate it very,verymuch!!

… <3!!!!! 

… I don’t care. It means nothing to me at all, okay?

… pic.twitter.com/w60L7zXn5H – Katie Price (@MissKatiePrice)

Prompt: “The satire is just…”

🏄 🤵

🏄 🤵

👍🤵
(0.73) (0.68)

🏄👍
(0.73) (0.43)

👎🤵
(0.47) (0.43)

🏄👎
(0.73) (0.70)

Formality
(🏄 🤵) 

Happy/Said
(🥹😥)

Sarcasm
(🙃😐)

Gender 
(👩🦱 🕵)

Sentiment 
(👍 👎) Model-1

Multi-style 
control
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Pluralistic alignment with multiple societal values

Societal AlignmentExpert-level AI Cognitive Scaffolding

Model values:
• Correctness / Explainability
• Robustness / Conciseness

People values:
• Safety / Ethics / Fairness / Security
• Misinformation / Personalization
• Morality / Diversity / Freedom

Community values:
• Dominance / Transparency 
• Openness / Employment
• Privacy / Equity
• Civil Rights / Regulation

Dynamic steering of 
multi-values

[In preparation]

Societal alignment 
with pluralistic values

(Sorensen et al. 2024)

FreedomSecurity

ConcisenessCorrectness

Consistency
Model-1
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Takeaways

◎ Human disagreements are not harmful, but essential to inclusive AI. But, 
detecting and modeling disagreements in AI systems is challenging.
○ Demographics, training dynamics, annotation imputation are helpful 

◎ Since LLMs are trained on various people’s text, they can be used a 
compressed database of diverse opinions.  
○ Need to model fluidity of opinions and calibrate accurate spectrums 

◎ Soon, everyone use their GPT4-level, personalized assistant and 
aligning and controlling pluralistic multiple values will be critical social 
problems for inclusive AI

Societal AlignmentExpert-level AI Cognitive Scaffolding
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◎ Support experts with human-AI interactive systems
○ Interaction for mixed-initiative human-AI collaboration
○ Understand writing & thinking process at workplaces
○ Create complex, compositional, expert-level benchmarks 

◎ Develop inclusive, diverse, and personalized AI systems
○ Accommodate minority voices to model development and 

computationally model individuals 
○ Align different aspects of societal values to LLMs. 

◎ Develop cognitively-inspired AI models
○ Learning from eyes, feedback, discourses, and simulations 
○ Synthetic data is helpful but contains artifacts and biases

Societal AlignmentExpert-level AI Cognitive Scaffolding

FreedomSecurity

ConcisenessCorrectness

Consistency
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